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CHAPTER I

STATEMENT OF PURPOSE AND 'BACKGROUND

I. Introduction

The development of the programed approach and the more
recent' adaptation to computer- assisted instruction is one of
the few educational innovations which has generated excitement
frOm'both researchers and educators. The awareness, concern
and some alarm that a segment of our population is not being
prepared to live in or adjust to a dynamic society in the midst
of technological innovation., coupled with the increasing recog-
nition that schools must pace and adjust the curriculum to
hold the 'potential dropout, suggests the value,of a self-
instructional and individualized process. The researchers'
enthusiasm for this approach can be illustrated by Suppes'
(78) emphasis to use a computer-based system to bridge the gpp
between research in learning theory and curriculum, or the
potential of programed materials suggested by Lumadaine (49),
to bUild a'science of instruction.

It is likely, however, that the educator's continued
interest. in the self-instructional approach rests to a large
extent on the realization of its potential. Although programed
learning has encouraged a more systematic curriculum evaluation,
the statement of behavioral objectives, and some modification
ofinstructional procedures, the implementation of this
approach has not always provided the individualization which
has initially anticipated. A program which incorporates the
features of individual pacing, immediate reinforcement, and
active involvement is, not necessarily any more effective than
traditional methods. Moreover, the manipulation of programing
variables does not always result in a more effective presenta-
tion of materials. Such conclusions, commonly reported in
studies of programed learning and computer-assisted instruction,
emphasize the need to identify more efficient ways to evaluate
and guide in the writing, revision, and utilization of self-
instructional materials.

In the past programed and computer-assisted instructional
materials have been developed by trial and error. For example,
a particular pleat: of computer assisted instructional materials
would be written and then tested on a typical group. The
results would serve as feedback for further revisions of the
programs. These revisions, in turn, would require further
revisions. This activity continued until the program functioned
smoothly. This trial-and error approach is inefficient;
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it is both costly and time consuming. The research reported in
this project focuses on the effective development, evaluation,
and individualisation of programmed materials.

Phase I

Efforts to develop successful programing methods have led
to the wide variation in the application of the principles of
learning to materials development. However, program assessment
studies have not generated.a.iet'or principle- to guide in the
selection of a, programing technique. Fawner characteristics
and talk VaritiOles'Oilreq0eOly not ponaidered 10Sentifying
the- appOoOriate progrimi*teChnique. Phase*I of the'reseirCh
activity responds-to this heard by' n evaluatiOa prrour program-
inft*thoda which accounts Toil./.1ndividual differenCpa and
variation in conceptual attptipment; . ;:-

"'"Ihe study did not favor.liiii:fpai#Ciiiar. iro'graiti4metbod.,
but served as a pilot approach by eilemAng.fplultograming.
methods from among,the many,,,Vechnique*:;;#4byrie 4,thg:t1.1e

effectl*Hoss of the method-Or presen4gofi't0.4Wabilit7.1#7.1
ang sec :0 the child and tO.ithe Con00001.1pliel.0"4he beheitioral
di$ectIve. The four methoda:seleo0440#4- .(1)..4,010PmenPg':
- Skinnerlah,(2) developmental -.110,JW.textiiWcou4 t

of the Skinner type, and (4) textual ounterpart
presentation.

Jr'

mithar1 4 e,..
V. . It; . . ;

to agree that reading di 'fiaulty ,

is an important oilterian for selecting textual materials;.and",

as such,te0booKaelection is an important and
diffiCult.tai0010.g.difficulty is even more crucial to
the sttidente.'`.04.40eat.in..using programed learning. The.signifi-
cance.of the roading.raCtOk and thelabsence of.a formula adapted
to the protramed.ipproacpprompte4;*e,researWactivituof_
Phese-Ir.ofUle reported-researchZVhe_major objective orthis
phase. of activity was the develOpient or an automated analysis
to Manage.programed materials development. which includes a .

Oppip#0 tql;$0# prokrattng and readability variables.

.1. I IS
.. . .

rnase IL or tile research activity identitics 0400007:
ent readability and program variables which are deicriptive Or
the"rrawfvuoturps response characteristics., andothaeoptent
ppete*taittoki and..:organization programeA.mipmie4, The.
M4gma:4Ad inntoed..**es iOrt, 19ce..te, and4ccis_n4atenars.o* and
listing .,Of tligt;; independent variables7Op* 09000.. of the.

programed mster410..i-.Arer prin*.kticori.4hcOgtriggiiie .counts
. FrfOlalY:)!I

.7!c'

a.t :4f.;:or-irrfis -neve5 r6tert



and word listings is obtained, the i__.:pendent variables are
related to student error rate (validated against student ability
and achievement measures). The readability formula is described
by an equation of the beat predictors of error rate. Thus
descriptive data are presented for all variables, those reada-
bility variables significantly related to student performance
are idOntified, and the nature of the relationship is established.

The automated feature and related analysis offer specific
advantages to the production of programmed materials (1) either
directly, in the writing, revision, and refinement of materials;
(2) or through program definition and experimentation, which
yields an understanding of mu, a program modification is more
or less effective.

Firstly, the analysis offers direct assistance to writing
and revision procedures in the following ways: (2) the automated
feature and predicted student error rate reduce the time lag
and expense created by field testing and manual counts; (b) the
analysis of the entire text allows the identification of differ-
encee among the writing practices of programers, the differences
amsting,,,An#8, hierarchies, or sequential organization; (c) the.
suiaaWd'ata and-analysis suggest revisions specific to the
prAgrim context, hence avoiding the trial and error often assoc-
iikted,!ith:progratOsodification, unrelated to student perform-
anOe_ort#e'relevant contextual variables.

SiCondly, the readability analysis relates to the experi-
meptation_in programed learning.. The identification of signi-
4cint grames,.response., and content *presentation and organization
Wiablet, and the relationship of these variables to student
Pert 0000 .provides a,cOmprehensive definition of program
strOtOreA;0-_an evaluative model of program adaptations. The
use of such smodel avoids the ambiguities often associated with
program desCiptions., such as Skinnerian, small step, etc.
SilberMah (72) has stated the need for an adequate program des-
cription as follows, "Ideally, it would be desirable to identify
specifiq structural features of programs which invariably
contribute to their effectiveness. This would greatly simplify
t4e evaluation of.,programs; unfortunately, such relationships
have 40t 'been established." This concern is echoed by Glaser
(30) 'who recommends a set of terms or a taxonomy for describing
the proiDerties,Of a particular program and the differences
between, ,programs ."

4 4.

1140 needrfor a comprehensive and objective model of program
structure is attested to be fragmented research findings, studies
of isolgtedvariables, difficulties encountered in generalizing
beyond-a given set of materials, and evaluation procedures which
are typically restricted to changes in criterion behavior,
neglecting an assessment of the relative influence of program
features. The automated analysis offers a promising approach
in program definition and evaluation. Objective counts on
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contextual data (frame, response, content presentation and
organization. variables) rand . a .

knowledge of the influence of

-these program featUres aliow. the investigator to ,objectively

describe .:4is materials and i_tO relate programing, readability
and/or:psychologiCai aPprOaches to _a .common model or program..

structure.. As sqch he can esteiblitib 'the. nature of a bra:, *ii)1.013

condition And distinguish genuine 'differences in prograni methods
thoseApOoaches!in which the primary difference 4004

to be one of semantics.

iPhase III, f

f ' - ,

Ihe definition .and evaluation 'Of 'three remedial
conaitions:.derived. from the..-automated readability imodel of ,

program structure is the focus of Phase III: .The first branch
adaption- knowledge . of , describes the lexical Component; and

is desigLed to reduce the. negative influences of vocabulary.
. difficulty and technical terminology. The, second tiio; brancb-.,i1
ing -conditions arei directed !toward structural,_ companeritOlt. -
:sentence and ,topicalk ?II: F. -:ff . .

I

. this study there is an evaluation of , a hierarchy
branching conditions- that encompassgs labelkled
underrtpsychologicalt learning variables It has been.- Conslip7
recognized that learning is related rto, IQ. irevels. - This !pans
that , in -learning .

at a certain level, of -: abstrac*ion or alt.

A culty, further teaching. activity is required .foi makes-04V MK].

comprehensible a piece of material to the student. With pro-

,grammed learning this goal is often accomplished by branching.
.

.

.l . . . .

r; ) When .branching is . used. : the -level of reading difficulty
should go down, so* that-A.-student: cap- master 'material that: was -

previously too difficult for him. to -understand.. But -what,-,.0ten.
happens is the reverse:. the reading difficulty increasili:;iitb.

. the use: of branching conditions . :The material becomes more
difficult and is harder. to- learn. Such- an occurrence
course,self-defeating; for; branching should make. any material ...

-; : more Comprehensible than:it. was previously. .

- . , :

; There:- are several: possible explanations. why branching- .:
- .increases the level of reading difficulty (decreasedreada- .

More and more detailed -questions. are asked in order
to clear up .a perplexing point: . Often this means that., in a-
branching; condition ,',the material moves from facts to T.461.41-.
ciples and ideas to explain the facts. This stress on -4,,

principles and ideas rather than facts may be a 'key factor in . -

-v-stlecreated readability: because principles and facts.. are ,usually
.i:fmore .difficult tcyJunderstand -than. facts. Moreover, asking.
;fqtkstc.tbria-,'about a certain. point:, - :even if not.: at a new-
Cilltylievel involving' principles: and ideas 2 may lesserythe !..
readability because it may be harder for. a student. to see the:
relatidnahip of;thet new questions- 'to the original .perpatextng-,-
Oblate r



In any event, whatever may be the factors that result in
decreased readability, the important thing is to determine when
the readability has. gone up or down and how it can be changed.

The problem is not merely to hold readability constant when
branching is used, but rather to decrease the level of reading_
difficulty so that a student may understand the material that

he previoualy...found perplexing. A fully developed readability
model, we believe, will.enable .one to determine when readability
increases or decreases in a branching condition. And having a

criterion for determining reading difficulty will bring together

a number of loose ends--the psychological variables--that have
been felt to contribute to reading difficulty.

Branching conditions in our program can be viewed as a
three-fold hierarchy, with each level or branching conditimi

more difficult, complex, and abstract, than the previous level.

The first level deals with specific terms, especially mathe-
matical and scientific, and general vocabulary. Students at

this level acquire, in a word, knowledge of concepts. At the

second level an analysis is made of sentence length and struc-

ture. Relationships between concepts are reviewed. A "global"

_.presentation or preview describes the third branching condition.

II. Developments by the Bureau of Educational Research

The renewed interest in science education in the 1950's

focused on the extremes in quality and quantity of the science

being taught and the concern of many teachers who had not

anticipated the recent scientific emphasis in their training.

A Survey of the status of science in the Virginia elementary

schools, conducted by the Bureau of Educational Research in

1963, and a follow-up study evaluating the objectives of science

teachers In Virginia combined and secondPry schools identified

areas of critical need within the state t35). The theoretical

developments and expanding applications of programed learning

during the same period suggested a possible approach. to the

re-evaluation of the science curriculum and to an improved

science instruction.

In 1962, the Bureau of Educational Research initiated a

series of studies to test the efficacy of programed science

materials at the fourth-grade level, coupled with an investi-

gation of the influence of the individual performance by pupils

of simple science experiments as they complete framed sections

of the programed materials. Figure I summarizes the research

strategy, 1962-1969.

Stages .1 and 2, Materials Development and Program Assess-

ment, established the feasibility and instructional effective-

ness of the programed science materials (19), (36).



A. Research
Functions

Figure 1

RESEARCH STRATEGY - 1962-69

Materials Development-.
Task _Analysis of 10-
Programed Science Units
and. about 75 Science Experiments

6

3.1 Conceptual
Development-
Programblivi. 2. Program Assessment- 3.2 Innovation-
Learning Upper Elementary

IP Educational
,Theories Science Practice

B. Research B.3.la Establish B.20. Ascertain the
Objectives the relationship feasibility &

between programing_ instructional
techniques, learner effectiveness of
characteristics & the programed
eonceptual levels approach-

C. Activities

B.3.1b Develop a B.2b Revise, materials
model of program (1); identify research
structure; reada- needs for materials
bility, program refinement, (3.1);
definition & Relate instructional
experimentation procedures & student

behaviors to sta e
3

.

C.3.1 Adaptation C.2 Pilot and Field
to CAI for instruc- Studies under several
tional pruposes programing conditions

--(approx.. 150 carried out in over
studmts) & for .50 classes.
use as a research
tool to store,

- collect & analyze
contextual Lc
student data

D. Funding D.3.1 CRP# 6-1310
"Research invertiggtor:
Completed: MacDosraIl;(June,

1966-March, 1968)
$64,940 Federal
Support, $91,039
'Instit. Support.

D.2 CRP# 1972
Investigators: Hedges
& MacDougall; (1963-
1965). $33,000 Federal
Support. .

Institutional Support.
One-year extension
$12,000 Federal Support

EXtepsion to June,
1969, and Planned
Research: Jacobson &
MacDougall. Related
Research: Computer-Simulated
Law Games - Milton Jacobson,
Oct. 1968-Oct. 1969
Small Grant Proposal

B.3.2a Implement
and demonstrate
the- programed
approach within
context of the
Elementary School

B.3,2b InCorporate
program features
within, an
instructional
system (Fig. 2)

C.3.2 The training,
-supervision &
implementation of
the programed-
centered approach
in 24-upper
elementary classe

D.3.2 CRP# 6-1319
Investigator:
MacDougall;(June
1966-Sept.1967).
$33,351 Federal
'Contribution
$17,209 Local
Contribution
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A one year's course of instruction, ten programed science
units and approximately 75 experiments, was developed and field
tested undee.c several programing conditions in over 50 upper
elementary classes (37). The reliability and validity of ten
unit tests and a final true-false science achievement test were
established. The instructional e.tectiveness of the programed
approach was measured by science interest, attitudes, laboratory
resourcefulness, science achievement and retention, and critical
thinking skills.

KlAiough the feasibility of this approach was established,
the investigators were not able to demonstrate that this approach
was generally superior to conventional teaching (with supervisory
assistance). The investigators concluded that the laboratory
experiences contributed in large measure to the sustained
motivation of students over one year, as well as contributing
to their ability to solve new problems; critical thinking skills
were likewise shown to significantly improve. The vast majority
of students remained positively oriented toward th,- programed
approach th.slughout the course of study. Student behaviors
and related instructional procedures were identified and recorded
for use in subsequent training and supervisory activities.

Valuable side effects to teaching science observed during
the field testing prompted a demonstration study to use this
approach in the training of elementary teachers (54). Stage
3.3, Figurej, focuses on this objective. In contrast to the
background studies in which the role of the teacher was prescribed
to monitor the programed materials, a demonstration project was
designed to encourage individual adaptation of the programed
science approach within an organized instructional patte'n.
Major concerns were (1) classroom organization for the teacher's
participation in the programed instructional process, and (2)
the integration of classroom procedures and activities comple-
mentary to the experiences of the children who progress at an
exceptionally fast rate or who are retarded by low reading
ability.

The evaluation of the demonstration study recommended this
approach as an effective way to (1) introduce new scientific
content into the elementary science program, (2) include the
use of laboratory experiences in the science curriculum, (3)
individualize instructional procedures, and (4) involve super-
visory and administrative personnel in the elementary science
program. A one year follow-up in 1967-68 of seven fully parti-
cipating classes using several modified approaches confirmed
the previous year's recommendations.

The research reported in this study is summarized under
stage 3.1, Fiogre I. Three science units were adapted to a
computer assisted instructional system and four programing
techniques were pilot tested and evaluated (53). Anoi.her
study was carried out in 1967-68 by the Bureau of Educational



Research (39), (71). A program* for the B5500 computer facility
at the,University of Virginia was written into which units of
the programed science materials were read; automated counts of
seventeen independent variables (measuring the frame structure,
the density of technical terms, and the content and organiza-
tion of-the text) were obtained-. The number of errors that
each student made in the prOgramed u.-__ts were tabulated from
programed materials. Error count, traditionally used as a
measure of reading difficulty, was defined as the criterion
variable. Error count was found to be highly related to other
measures of achievement, including standardized tests.

This project:.*as designed to develop procedures of general
applicability for Measuring the reading difficulty of. programed
materials-and to develop formulae directly applicable to the
reading.difficaty of fourth-grade programed science mazerials.

-The-materials consisted: of nine fourth-grade prograthed
science- uniti-which had been prepared at the Bureau of Edu-
.cational ReaediCh. From the nine units three -- (1) sound,
(2) light, and (3) heat----were selected because-more pupils
completed this set of units than any other set. The programed
science materials were used in twenty elementary schools in
central .Virginia during the school year 1966-67. The make-up
of the- students was 440 sixth graders,.171 fifth-graders,
imml 789 fourth graders.

The independent variables were synthesized from-an analysis
of more than 200 previous studid:s.in readability and an analysis
of over 50 studies .or programed learning. The variables were-
defined so that they could be determined automatically by a
computer and could be related by means. of a multiple regression
equation to the reading .difficulty of the_ programmed science
matenlid.al listing og:t4

4 -tit

variables follows. The categori-
zatlyn-.otold. Theifirst:eight variables (Xi- X8) are

the traditional reading variables. The next nine (X
9

- X
17

),

however4are,programming_variablps,:amd,their isolation and
analysiS:Wah especiallk important aspect of our. model The
development of this:model is presented.-in,chapter I-1..Our- --
later model, Model II, expands ple totaLmumberlot-variables---
to 25 and provides a better predictability and:rationale for
selection than.oUrinitial study did (40), (41). The develop-
ment and applications of model II are presented in chapters
II_andIII.
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III. Review of Literature

Four Pro ram Versions

Variables commonly classified under frame characteristics
(step size, error rate, prompting and item position) and response
variables (response made, type, rate and variation of reward
and reinforcement) are components of programing technives fre-
quently identified to further refine .and explain the efficacy of
a programing technique (47), (48). However, a review of those
studies investigating the influence of program variables on
student performance suggestsinconsistent findings or results
which are not significant (31), (67), (68), (69), (72).

One major difficulty arises in the study ot the effects of
a program variable in attempts to define and isolate the in-
dependent' variable(s) under investigation; i.e., an increase in
step size is usually accompanied by a reduction in the number
of reinforcements. From a summary of investigations, one can
observe the ihterrelationships among the variables, which are
suggestive ofmethods of programing, such as the Crowder or
Skinner-type presentations. For example, small step, logical
presentation is successful with knowledge of results or confirm-
ation, while a less ordered or larger step approach may be
compensated for by an explanation of a correct or incorrect
response. Likewise, step size can be increased without loss in
criterion achievement if responses are meaningful. There is
evidence that overt responses may interfere with complete
prompting, while prompting or cueing within limits appears
succesu2u1.

Because of the interrelationships among the programing
variables, and in the absence of evidence which indicates the
power of any one programing variable, this study proposed to
investigate methods of presentation, as opposed to the in-
fluence of isolated variables. The two developmental tech-
niques are based on the Skinner and RULEG systems. The textual
counterparts of these systems incorporate features of the
Crowder approach.

Skinner-Holland Technique. Step characteristics can be
described as small step, cueing, likelihood of correst response,
and logical arrangement. Response mode and.feedback are des--
cribed by immediate feedback, overt, constructed response. Dis-
crimination training assumes importance in the linear versions
(75), (76).

The RULEG System. Developed by Evans, Home, and Glaser,
(20), the Ruleg system of programing divides all verbal subject
matter into two classes of statements: (1) rules to be learned,
and (2) examples or illustrations. As in Skinner's approach,
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the program is ordered and the-steps are.not.usrally longer
than two sentences. A matrix is used to standardize the pre-
sentation of basic relations among the materials to be pro-
gramed, and an additional matrix is constructed-for each,.7-

operator (relationship, discrimination). Rules-Ana-incomplete
examples are at. first prompted and then fading is introduced.
The.Ruleg:System generally defines the basic- concepts early-in
the program. As soon.as.a student demonstrates his ability ta
respond (by constructed- response), the prompts are withdrawn.
New information is expanded and varied.

"-"

Two differences between the Skinner program and the Rilleg

system are: Ruleg is more adaptable to use of negative or
opposite examplesl.and movement toward a concept is rapid
after indication of the student's correct response. The
successive-approximations used in Skinner's techniqUe move the

subject. slowly to concept-formation.

Multiple choice programing. Norman Crowder in his use of
the scrambled book, sometimes referred to as. intrinsic progiam-
ing, does not:emphasize step size, etc., but uses-A student's
response to direct his behavior. Student responses can be
modified Or corrected and strengthened, where explanation of

error; rather than prevention of error, is emphasized (14),
(15).

Sydney Presley (64y, (65) ; (66) has continued"to use
multiple choice responses,-and like Crowder, does-hot emphasize.
size of step He disagrees with Skinner on the .

prevention of-wrang)mnowers and his work with testing instru=
.ments as instructional aids suggests that he views programed
learning as an adjunct, rather than a replacement of, the more ---

traditionialmethdds of instruction.

The four methods of presentation evaluated in Phase I are
defined as follows:

-1. Developmental-Skinner type. The method is composed of
a set of linear frames which follow the Skihner-Holland Technique,
and is similar to that of Keislar, whose use of successive
approximations and prompts suggest a likeness to the Skinner
program.:*

2.--Developmental-RULEG.-:-This technique was developed by
_Evans, Homme-and Glaser, and= S composed of a set of linear:.
frames-which classify verbal behavior into rules-to be.learned-
CRUY and examples (EG).

3-.--fTexiata1i----promptin4-.. :Essentially a. textual comhter=--
part of (11-41:46,-.

4. Textual - explanation. Essentially a textual counter-
part of (2) above.



Presentations (1) and (3) rely more heavily on prompting

and cueing; presentations (2) and (4), rules or explanations.

The developmental presentations require a student response

after each frame. The textual presentations were included to

ascertain if the use of a computer-based system requires the

students' responding to each frame, or can be as effectively

used for testing, branching and monitoring.

The evaluation of the four presentations considered
variation in student ability levels, since there is conflicting

evidence that a single presentation is equally effective for

all students (7), (10), (17), (32), (55). Studies illustrative

of the influence of difficulty levels on student performance

(12), (21), (60), and the structural features of the four

program versions suggested that the criterion behavior be

classified into levels of conceptual attainment. This study

identified the levels, knowledge, application, and relation-

ships.

More than 200 reading difficulty investigations have been

made since 1800. Among the important summaries and reviews of

previous reading studies are Gray and Leary's (33) textbook

which reviewed the literature up to 1935, Challis (11) and

Klare's (44) articles reporting studies up to 1959 and 1963

respectively and the 47th Yearbook, Part II, of the National

Society for the Study of Education and Reading Research

Quarterly (83) which makes annual reviews of all aspects of

reading. Althoagh four major factors--vocabulary, sentence
structure, idea density, and human interest--are identified

in these studies as related to reading difficulty, most of the

attacks on reading problems have been concentrated on vocabulary.

Perhaps the most important vocabulary studies were done by

Thorndike when he developed his lists of 10,000, 20,000, and

30,000 most common words in the English language (79). These

lists have been used by most irIrs=0:igators of vocabulary

difficulty. Several other major gw;A:(1 lists were constructed

by Buchingham and Dolch (9), and Large (46). The latter has

shown frequency of words (in lists) to be positively related

(R = .51) to the readability of passages in material.

In 1928 Vogel and Washburne (80) created the first formula

which related difficulty factors of written materials to specific

reading levels. A regression equation related four factors of

difficulty to the grade level of books. The four factors were

the number of different words in a 1000 word sample, the number

of words outside Thorndike's 10,000 word list (both measured

the vocabulary difficulty), the number of sample sentences

(which measured the sentence structure), and the number of pre-

positional phrases (which measured the idea density). This

noteworthy study involved a general attack on /eading difficulty.

A decade later, in 1938, the formula was revised.
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Johnson (42) demonstrated the relationship of _reading

levelgta.2the numbei of syllables in a word. In an expert.-

mental study .using elementary reading material, the substi-
tution ofmonosyllabic for polysyllabic words resulted in in-

creased.comprehension.
:-....: .

161943 Plesch*(22) found that the widely used 'forge and
Gray-Leary formulas were inadequate for adults with more than
limited average ability because the formulas did not differenti-
ate between-levels of difficulty of materials. The Plesch
formula,: A modification of the Lorge and Gray-Leary formulas,
could be-applied with, greater ease and it discriminates betWeen-
adulttaterials ::are effectively than the Gray-Leary or Lorge

formulas..

Dale and Chall (194p) found that the number of words
which were not in Dale's 3000 word list correlated. higher with

the crterion-variable (gradei4evel score-equivalent) than

did either the Lorge or Flesch formula, and with average
sentence length as a second independent variable the correla-
tion was :TX Yoakam-.:(82),:working at the elementary
found-.that:his readability-formula and the D41e-and Lorge
formulas-gaVesubstant4tllythe same reaUlta.:.'A study
Spache,mentiOned becat -se of its wide Usage-in-elementary schools.:-

and because it was partly validated-with science bpoks,..estab7.-",
lished-thedifficulty of books by the grade level 10-_whidh-..--

they were to be used. Bormuth (4) developed and.refined'a-new_
technique (Cloze Procedure) for determining readability and ..:

extended.this work to include newindependent variables from
linguistica'studieS:-*Although hia-variables showed good
relationships they are extremely' difficult and laborious to
determine:

Summarizing the readability. formula studies, the reading.

difficulty-factors are:

1. VocabuIaryload. .Tbit may be estimated by such
criteria as the: A4Mber of _syllables, number of

letters per word, numbe,r-of. abstract words-by
nits. These factors

._

2. Sentence structure. This may be estimated by the
-:Aiverage sentence len0h-arid the.percentageof .

leimple-tentences.: _

3.
. _

Idea' density. This-jay be estimated ;by thenamber.,.
of prepositional phrases.

4. Human interest. This maybe `estimated by the,nuizber

of personal references, personal pronouns, and
personal sentences._
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These formulas predict readability with correlations
which range from .4 to .7. A major criticism of these formu-
las is the widespread misapplication of them to materials for
which their valid use had not been demonstrated. In addition,
most of them are inadequate for determining reading levels of
difficult or technical material.

Readability of Science Materials

Another basic shortcoming is that these studies were not

necessarily related to the reading of science material. Of

greater relevance for determining the readability difficulty
of science materials are the studies by Pressey (63), Powers
(62), Curtis (16) and Mallinson (51). They discovered that
vocabulary difficulty was directly related to achievement

in science studies.

Pressy found out that the large technical vocabulary in
science textbooks was an obvious source of difficulty to
students in science courses. Powers utilized Thorndike's
20,000 word list to obtain a list of words in science text-
books which were not in the first 10,000 words of Thorndike's

list. He developed a list which offered a starting point
for authors of textbooks in science who sought to limit text-
book vocabularies.

Mallinson carried out several studies to investigate
reading difficulty in various kinds of science textbooks. A
follow-up study ten years later found that the reading diffi-
culty of most textbooks is too high, supporting the initial

findings. Herrington's (34) study showed the undesirability
of an indiscriminate application of the Flesch, Lorge, and
Dale-Chall formulas to upper level materials in science.

More recent studies by Marshall (52) and Major (50)
attempted to determine the validity of using Flesch's formula
to evaluate the comprehension difficulty of physics and
biology textbooks. Warringer identified specific factors
which cause difficulty in physics and biology textbooks.

Marshall's study showed that Flesch's Reading Ease
Formula does not predict the difficulty of comprehension of
high school physics textbooks. Major modified passages from
textbooks using the Flesch formula, and found that increased
achievement by students was due to the reduction of sentence
length and reduced number of syllables. He found the Flesch
formula offers a valid instrument to measure the reading diffi-
culty of science texts and a procedure for modifying (a priori)

these materials to increase achievement.

Jacobson (38) compared the popularity of physics and
chemistry texts with an experimental determination of their

reading difficulty. The study removed the effect of the order
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, .

of the. sample materials and simplified and extended the !wither

of variables that Warringer (81) had .used to develop a reading
equation. Four regression equations were developed which
validly predicted the reading difficulty of physics and chemistry
textbooks with a degree of accuracY.cbMparabie to gist. with-'....

which general material ispredicted by widely used general
readability .formulae.

. ".. :

Smith-andleddens (77) concluded that the reading diffi-
culty of mathematics materials is too highand great diversity.
exists among materials written for the same grade levels.
Fourth grade mathematics materials, for example, ranged from
the third to the seventh grade level. The authors found
considerable differences among the Fl;.sch., Dale-Chall, and

Spache formulas.

Summarizing= . :the results of past readability studies; one
notes thatrvocaVularydifficulty and sentence length are sig-
nificantly related to the readability of technical materials.
However, variables of greater significance to technical
materials include the use of symbols, mathematical terms,

subject and unit differences. A valid measure of the reading
difficulty of technical materials requires the 'application of

a formula -which is specifically developed for mathematical
and scientifid-:subjectS.

Relationship Programing Variables to Readability Analysis

The automated program and analysisof-reading difficulty
provides an objective and comprehensive definition of program
structure by,the-pribehtation of word; listings and counts on
the variables WhiCh''define frame structure, response character-
istics, and cOntent1Sreientation and organization, and by an
analysis Of therelatiandhips between the independent variables
and the criterion; student error rate. This section summarizes
the relationship between those programing and readability
variables inclUdWirf-the automated' analysis.

Frame Cheiracteridtires.: Programing variabled commonly ,:L_

associate -'with a Study of frame-characteristics-are step ,

size, eYibi'Lpate, and prompting. The readability variables
which *the Frame Structure (number of paragraphs, sentences,
words; letterS;-frames) offer-a specie a and objective defi-
nition of step size.: A comprehensive interpretation of error
rate can be obtained from an analysis of the relationships 'of

the independent variables with the criterion, error rate, and
the validation of error rate with achievement and ability
measures: Theyaiiables,-number offramis which contain a
word identical -to the- response alternative and number of frames
in which the same technical work appears more than once, are
two indications of prompting.
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Response Characteristics. Programing studies of response
characteristics often include a comparison of the effects of
overt vs. covert responses, multiple choice vs. constructed
response, the influence of a meaningful response, and reward.
The response variable, per cent of response frames, identifies
the overt-covert emphasis. The influence of a meaningful
response and other response modes can be observed by the in-
fluence of the independent variables, number of frames with
math and scientific terms as responses, number of responses
with yes-no, true-false response alternatives, number of one-
three word response alternatives, and placement of response
on student error rate. Since the programed materials adapted
to the computer utilize only the multiple choice responses,
the multiple choice vs. linear feature is not included in the
readability formula; however, program modifications can be
designed for materials with more than one response mode.

Content Presentation and Organization. The content words
or lexicon of the program text is represented by variables
measuring the density of mathematical and scientific terms.
Overlap is defined as the number of consecutive instances of

technical word overlap. The syntax is described by three
types of sentence structures.

The variables of the revised version of the readability
formula (Model II) are summarized below.

Category I :: Frmme Characteristics. Six variables which
measure paragraphseriM------rmdwordength, vocabulary diffi-
culty, and number of frames per sample.

Category II: Response Characteristics. Six variables
which describe the number of response trames, the nature and
relevance of the response.

Cate or III: Content Presentation and Or anization.
Five var ab es which measure density o ma ematica and
scientific terms, overlap and repetition.

Category IV Sentence Structure or Syntax. Seven
variables which identify three sentence types, the average
number of words and technical words per sentence type. The
remaining independent variable identifies the science unit.

Criterion Variable. The average number of errors per
sample.

Branching Rationale

The revisions of most frame and response variables hold
a direct relationship to the readability model and a quanti-
tative modification can be directly applied to lower the



-16-

student error rateii:HoweveryAtodificationof content pre.,.
sentation and Organization variables maiTnat be
or even possible Awnexample of-atrelativily 'fixed variable,-
the denaltrof scientific,words, m49;i.contribute.to reading'
diffichltyi-although. the -curriculum may Strongly-suggest the
needT:tO-`include the,-.terminology. Less apparent revisions may
also be indicated when error rate is not changed. or is not
accompanied:by improved achievement. Lastly, the relationship.'
with ability-may suggest individual adaptations of a qualitative.,,.
nature. --

4 or

In the-abgence of a-taxonomy-of human learning (56), the
readabilitY:moder is proposed as an evaluative model of branch..
ing conditions. Programing techniques or branch adaptations
can be selected to either compensate for the negative effects
of a relatively flied readability variable, or to make a
contribution to individual or general performance beyond that
accounted for-by the readability formula. .Those studies
pertinent 'to-the:development_of the threeAranahing,conditions
evaluated in thts,research project are sumiatiZed below.

Gagne .(210'fias emphasized sequencing 'of programed materials
as an essential factor in concept acquisition'nd retention.
The importance of the learner achieving success on each task
componentlits been demonstrated by Gagne and his associates,
who haVe analyzed learhing from a "task analysis" approach
(23).

Silberman and COUl4on-(73),_(74),in_reporting- on the,
empirical development of programs in reading, arithmetic;
Spanish and geometry, attempted to define optimal procedures'
to be used in program revision. Three principles, the "gap,"
"irrelevancies," and "m4tere.prindiplessupport.the "task
analysis" of Gagne; howeVer, Silberman and Coulson accept
both sequencing and individual adaptation to achieve mastery,
while Gagne emphasized sequencing techniques.

vOi(2)*slipportdrAhe-ase of advance organizeri, or
sorting and classifying models. He urges the- use of exposi-

and comt:arativeorganizers in the organization of pro-
gramed matekials:n-rIn...the_case..atmaterial_grganiZ.ed.along,-,...
paralleljineggAie stiggeitts that ComparatiVe organiZers are
expressly designed to further the 'prindiple-of integrative
reconciliation; i.e., by poitirig'out'iri'vihat ways previosly
learned, related ideas in cognitive structure are either
basically Similar to or -effientially'different:rouLnew_donr2
cepts in the learning task.

Branching is a common method to accommodate-iddiVidual
differencpstial experimentation by Coulson.and:Silberman
indicate4,001;aving7iirtfine:fOrthe branching groapoibut no
significarielneilh taffek*rice.s.in=pOit-test ficoriTtleY.
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attributed this result to branches of essentially more of the

same presentation; thus, students made the same kinds of errors

on branches as they had on the initial presentation. Later

experiments (1:1 indicate that Coulson and Silberman find

superiority in oranching versions. Gilman and Gargula (29),

using review branching in the Computer Assisted Instruction

Laboratory, The Pennsylvania State University, conclude there

must be a thorough investigation of those situations where

branching facilitates learning and the criteria for branching

decisions must be determined. The authors found no advantages

for a branching strategy and cited studies by Holland, Campbell,

and Glaser which are consistent with their results. They

point out that these results are not consistent with those

found by Skinner, Holland and Porter, Evans and Barlow.

The programing approaches discussed under content pre-

sentation and organization evidence individual success in

modifying student behavior. However, the present definitions

of program and organizational features do not clearly dis-

tinguish among methods, nor do empirical findings clearly

support a rationale which specifies the selection of an

instructional strategy or curriculum adaptation to the pro-

gramed context. A study by Merrill and Stolurow (57) compared

six preview and review treatments and found the "summary prior

condition" the most effective instructional procedure. The

authors conclude that this finding supports both Ausubel's

concept of advanced organizers and Gagne's hierarchial

presentation. The assumptions that mastery is achieved by

successive attainment and integration of lower level learning

sets, and program modification is accomplished through

sequencing techniques (27), (58) are not consistent with

studies (28), (45), (61), which randomize frame presentation

with no loss in achievement; qualification of the mastery

principle and the use of sequencing techniques may be indicated.

Little is known about the selection and presentation of a

branching condition; although despite conflicting evidence,

the efficacy of individual adaptation to achieve mastery has

been reported. A study (1) which finds an interaction be-

tween the gap and mastery principles and between the irrele-

vancy and mastery principles suggests the difficulty in de-

fining

employs which have their result in lexical, structural,

cultural and rhetorical components and constraints. The authors

fining program variables within the context of the material.

Some of the inconclusive results likely stem from the use

of a rationale which does not embrace alternative methods

and from the need for an evaluative model of program structure.

The programing concerns related to context presentation

and organization have much in Pommon with a discourse analysis,

or the movement of sentences and their relationship t: each

other. A paper prepared for the Appalachia Regional Laboratory

(18) presents a discussion and analysis of the conventions a
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t:icntify the loci-eon-and structure as .rrimary expressive.

components-in the presentation of information or content :
i

A

brief statement of the-discourse analysis which follows s

restricted to those lexical and structural features most rele-:

vant to *programed:analysis of a successful presentation of

scientific content:

A discussion-of the-lexical component diitinguishes.:content

words froia4tructure (or function) words. , The topic: reflects:-the

integration:of the lexical.items.into *larger :

structural-environment, these words linked together by lexical

equivalents.or chains: The structural components= include (0:-

sentence structure and: structural patterns; -(b) structural

words, e.g., words Signaling-a connection, constraint.l.negation,,

causality, alternative, etc., and integrators, here, it, that,

amd-(c)cotistraints:, a linguistic determinismor:11mitation,
the purpose Of4tnich is: to define,:rather than-diffuse the-topic....,

. -

In awihalyiis of materiaTtor.firdt year:children-,-those.-
recommendations:-Which-refer to the lexical and-structural com-

ponents are rel.etition through-lexical equivalents-and repitition

of structures within a consistent And-coherent-design. The

authort--Varm against structural ambiguities Which create a-

cognitive-gap- when a structural signal -Is omitted (e.g., becaut,e)._::..

to reduceSentehde length; or in the 'interests of simplification4-1-

ale use of-an Antegrator le.g., thit.) when its meaning is not- _-

clear. The gA01 mastery- and -irrelr;vancieS principles are implicit

in a repetitive _lexicon and-structure,- and insources of

struotural ambiguity.- A' doMinant lexiCal chain and the-analysis

of constraints to direct, rather than diffuse, both earlier and

later material, recognizes the value ok sequencing and the

notion of a:Preview and hierarchital design.

The -rationale of the:three brag-Ching .conditions maluated-

in Phase III of the StUdkis-preiented

Adaptation 1. Knowledge-of - Lexical Component.

ScritreniS (70) conceptual desdription of educational
objectives.(cognitive) is selectecrai a general statement

tasks required of the program:

Nnowleage9f;
-

a) Items.of _specific information included definitions of

of:the:L:

r

_terms in the field.

0, Sequences or patterns of items or Wermation-including
sets of rules, prOCed4res or classificationd-fOr handling

or evaluating_itemsof information (we are talking About

mereknewldgp:_of *the -rule classification and not

the-capadity'to'-ipplY it.)--



Rationale. Readability studies have consistently shown
that vocabulary and technical terminology contribute to reading
difficulty and achievement. Textual adaptation of these variables
has been successful. The readability formula includes measures
of general vocabulary difficulty and the density of mathematical
and scientific terms. It is assumed that revision procedures can
offset any negative influence of general vocabulary;however, since
knowledge of technical terminology is often necessary to an
understanding of a technical subject, scientific and mathematical
terms are defined as the leYical component for which the
curriculum will be adapted.

The adaptation is designed for more effective concept
acquisition for students with a relatively low verbal ability.
;arly studies, as well as later experimentation (26), indicate that
a knowledge of terminology is most difficult to retain. The
branch as a method of overlearning or review may improve
retention generally or distinguish among student ability levels.
The learning capability and condition is based on Gagne's
definition of the concept of the simpler type or concept by
observation and classification (25).

Adaptation 2. Comprehension of - Structural Component/Sentence

The general statement of tasks, from Scriven (70), is as

follows:

Comprehension and Understanding of:

Internal relationships in the field, i.e., the way in which
some of the knowledge claims are consequences of others and
imply yet others, the way in which the terminology applies
within the field: in short what might be called understanding
of the intro-field syntax of the field or subfield.

Rationale. Readability studies have commonly found sentence
length and sentence structure significantly related to reading
difficulty. However, where reduction in sentence length or
complexity results in ambiguity or a cognitive gap, repetition
of sentence structure may be recommended. Comprehension of the
ordered relationship between two concepts is defined as the
structural component for which the curriculum will be adapted.
The learning capability and condition relates to Gagne's definition
of a principle (25) and repitition of lexical chaining in the
discourse analysis (18).

Adaptation 3. Comprehension of - Structural Component/Topical

The general statement of tasks, from Scriven (70) is
presented as follows:
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Comprehension or Understanding of:-

Application of the field or the rules, procedures, and
concepts of the field_to appropriate-examples, where :the
field is one that has such applications; this might be
called the semantics of the field.

:Rationale. Application or.bemantics-of the field as the
educational-objective of the third adaptation is related to
-the-structural component which-contributes to the:reader,i
understanding by-constraining-his:focus-Andrdirection (rather
thanAliffusing) the topic. (18) The constraint of .aa-T

well as later material is adapted to-the cUrriculumjby-the
contrast and comparison of principles.. The branching condition--
follows Ausubel's use of --advanced and comparative orr;anizers (2).

IV. Statement of Objectives

Phase I

The evaluation of the four program versions (Skinner -type,..,,
Ruleg, and the textual counterparts of each developmental pre-
sentation) was carried out to identify the technique(s) most
effective for the attainment of science .achievement. The
analySis foCUsed on the following two'objectives.

- .-

1. What is the relationship between the four programing
versions and the science achievement of fourth and fifth
grade students?

What are the learning conditions which describe the:.
relative success of each of the four presentations? :

. .i-.

- criterion, science achievement is defined by three
leiels of conceptual development, knowledge, application, and
relationship, and total achievement. Learning conditions
consider learner characteristics and program quality. Intelli-
iefice and sex are identified as measures of the learner.
Differences in achievement and error among-mong the four presuntation
and between the two Programed units (heat and-light) suggest
variation in program quality.

Phase II

The following objectives were specified in/the development
and implementation of the automated readability analysis.

1. Abstract and classify from readability. and programed
studies-those- independent contextual variables to be

automatically_determined by the readability analysis., Validate
the independent variable classifications.
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2. Develop a computer program which sorts, locates, and
accumulates a count and testing of the independent variables
from the context of the programed materials.

3. Implement the readability analysis by relating the
independent variables to error rate. The readability formula
is described by an equation of the best predictors of error

rate.

4. Apply the automated readability analysis to the
Skinnerian and Ruleg programs (Phase I) and to the programed
unit which incorporates the three branch conditions (Phase
III) in order to objectively define the program structure and

to distinguish similarities and differences between programing
techniques. Determine if the assumptions of sequencing are
met.

Phase III

A fully developed readability model requires individual
adaptations which decrease the level of reading difficulty.
The objectives outlines under this phase of research activity
are as follows.

1. Derive a branch rationale from the automated analysis.

2. Evaluate the branching conditions:

(1) Knowledge of - Lexical Component, (2) Comprehension of

- Structural Component/Sentence, (3) Comprehension of -

Structural Component/Topical.

3. Include in the evaluation control for intelligence,
sex, time, error rate and science achievement levels (know-

ledge, application, relationships).
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CHAPTER II

'METHODS AND PROCEDURES

Presented in Chapter III are the procedural steps followed in
the eveluation of the four program versions, the development,
application and validation of the automated readability analysis,
and the assessment of the three branching conditions.

I. Four Program Versions

Preliminary to the evaluation and analysis was the writing
of the four program versions.

Materials Development

Two of the previously developed programed science units,
heat and light* were each rewritten using the four presentations:

1. Developmental: Skinner-type
2. Developmental -RULED
3. Textual-prompting
4. Textual-explanation

The versions were first used on a pilot basis and then were
adapted to an IBM 1460 computer system. The developmenXal branches
(1 and 2) required the student to respond to each frame: The
summary treatments (3 and 4) were essentially a textual counterpart
of the developmental versions. All students received the same
subtesting series and remedial branches (if test scores indicated)
on the computer, and all were engaged in the individual student
performance of simple science experiments.

Semple and Measurement

The experimental period was initiated in September, 1967.
Students matched by ability (Lorge-Thorndike intelligence test)
and grade level (fourth and fifth) were randomly assigned to the
four treatments: n=56, heat unit; n=48, light unit.

Learner characteristics were measured by his ability and sex.
The time to complete the unit (in minutes), the error rate and
subtest science achievement were gathered on each student.

*See Boykin (6) for a study of achievement, feedback, and review
on retention and transfer, using the sound unit.
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In order to evaluate the level of conceptual attainment, each
achievement item in the subtest series was classified into three
levels, using Bloom's Taxonomy (3):

Level 1 -

Level 2 -

Level 3 -

knowledge of corresponds to Level 1 in Bloom's
Taxonomy
comprehension of corresponds to Levels 2 and 3 in
Bloom's Taxonomy
relationship corresponds to Levels 4 and 5 in
Bloom's Taxonomy

Analysis

A multiple regression technique (5) was used to evaluate the
relationship between the four program versions and the level of
conceptual attainment. Learner characteristics were included in
the analysis as predictor variables.

II. Development of Automated Readability Analysis

The development of the automated readability analysis was
carried out in three major phases. First the computer program was
written and extended. Secondly, the computer program was applied
to the elementary programed science materials. Lastly, the
automated analysis was validated.

Development of Computer Program

The procedures followed in writing the computer program were
as follows:

1. The content of programed science units .is analyzed
a computer program, developed by the Research Bureau, using
alphabetic and numeric characters which simultaneously sort,
and accumulate content and response data.

by

locate,

2. The program gives a table of all variable counts, means,
and standard deviations, and word listings coded to page and frame.

3. After the printout of variable ounts is obtained, a
stepwise regression technique is used to determine the influence
of the 25 independent variables on the criterion, error rate, and
to obtain a multiple regression equation which gives the best pre-
diction of error rate.

4. The error rate was validated against intelligence and
science achievement(71).



Ppplication of the Com.uterprogre

1. After the development of the computer program, the auto-
rLE.tcd technf.clue was applied to an analysis of elementary programed
science materials. Model I, developed in 1967-68, is presented as
n initial prototype of this model.

2. The independent variable were synthesized from ar analysis
of tan 200 previous studies in readability and an analysis of
over 50 studies of programed learning. The variables were defined
so that they could be determined automatically by a computer and
could be related by mans of a mu7.%iple regression equation to the
reading difficulty of programed science materials. The variable
categorization of Model I is twofold. The first eight variables
(X1 - X8) are the traditional reading variables. The next nine

(X
9

- X17), however, are programing variables, and their isolation

and analysis is an especially important aspect of our model.

The variables defined by Model I and examples of this model
are presented below.

MODEL I

Traditi'lnal Reading Variables

X
1

: Avcrase number of paragraphs per frame per sample.

X
2' Average number of sentences per paragraph per. sample.

X3: Average number of words per sentence per sample.

X Average number of tOtters-per-sword per sample.

X
5

: Average number of simple sentences per sample.

X6: Average number of words per sample which were outside
Thorndike's list of 6000 words (measure of difficult words).

X7: Average number of mathematical and scientific words (terms)
per sample.

X8: Average number of mathematical and scientific numerals or
symbols per sample.

Programing Variables

X9: Percent of frames that were response frames per sample.

X
10

: Percent of response frames that were structures response
frames per sample (frames which contain blanks for responses
with a defignated number of words in answer.)

THE MARGINAL LEGIBILITY OF THIS PAGE IS DUE TO POOR
ORIGINAL COPY. BETTER COPY WAS NOT AVAILABLE AT THE
TIME OF FILMING. E.D.R.S.
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X11: Percent of response frames that were free response frames

per sample (frames which require a sentence or more to answer).

X
12

: Percent of frames that were non-response frames per sample.

X
13

: Percent of responses requiring mathematical or scientific
words per sample.

X
146

Average number of frames using same key word or phrase

X
15

: Average number of words in phrase per average number of words

consecutively per sample.

in phrases in succeeding frames (measure of redundancy).

X16: Average number of disjoint frames per sample.

X17: Average number of review frames per sample.

Y :- The criterion variable, average number of errors per sample.

The multiple regression equatidn:which gave the best prediction
of Y. (error count) with deletions of the insignificant variables, was

Y s 0.02129989

0.05553026

where: X7 M Average
(terms)

x
7
+ 0.00217358 X

9
+

X
17

.06129922

number of mathematical and scientific words
per sample.

X
9
m Percent of frames that were response frames per sample.

X
17

= Average number of review frames per sample.

The preliminary work done in this pilot pro,!ect (Model I)

indicates that the direction of the research is promising (71).
The three variables of most significance were X7 (average number
of mathematical and scientific words or terms per sample), X9
(percent of frames th-at were response frames per sample),
and X

17
(average number of review frames per sample). Two are

programing variables whose relationship to reading difficulty had
not pveviously been understood. Additional information obtained
by testing would allow one to determine both the significance and
stability of the other variables used in this pilot study, as well
as the significance and stability of the additional aariables that
have been incorporated in our revised program (Model II).

As an example of Model I consider the following data consisting
of six frames taken from a page in a computer based program system.
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Example: MODEL I

(page)

84. The of a light wave is as fast
as anything we know about. Some cars can
go over a 100 miles per hour. Light

travel faster than this. Light
waves travel faster than cars, planes or
sound . Light can travel in
waves at great speed measured in
per . Light can travel over
186,000 miles in one . The speed
of is 186,000 miles per second.

This data is usually punched in natural language lomat onto
IBM cards and input to the computer (many other inputs are permitted).
The computer program processes the data and determines the variables
automatically, determines a text list (indexed), a reply list
(indexed), and a readability regression equation.

The print-out of the program for our example data was as follows:

AUTOMATED VARIABLE DETERMINATION

Total number of letters 296
Total number of words 73
Total number of sentences 7

Total number of paragraphs 6

Total number of frames 6

Number of response frames 6

Number of structures frames 6

Number of free response frames 0

Number of non-response frames 0

Number of review frames 0

Number of disjoint frames 4

Number of non-disjoint frames 2

TEXT LIST
Pg..No. Frame No.

A 0084:01 0084:02
About 0084:01
Anything 0084:01
As 0084:01 0084:01
At 0084:04
Can 0084:02 0084:02
Cars 0084:02 00811:03

Fast 0084:01
Faster 0084:02 0084:03
Go 0084:02 0084:02
Great 0084:04

0084:04 0084:05



Great
Hour
In
Is
Know
Light
Measured
Miles
Much
Of
One
Or
Over
Per
Planes
Second
Some
Sound
Speed
Than
The
This
Travel
Wave
Waves
We
100
186000

REPLY LIST

Light
Miles
Second
Speed
Waves

0084:04
0084:02
0084:04
0084:01
0084:01
0084:01
0084:04
0084:02
0084:02
0084:01
0084:05
0084:03
0084:02
0084:02
0084:03
0084:06
0084:02
0084:03
0084:04
0084:02
0084:01
0084:02
0084:03
0084:01
0084:03
0084:01
0084:02
0084:05

,

0084:06
0084:05
0084:04
0084:01
0084:02

0084:04
0084:06

0084:02

0084:05

0084:06

0084:05
0084:02

0084:06
0084:03
0084:06

0084:04

0084:04

0084:06

0084:05

0084:03

0084:05

0084:03

0084:06

0084:06

0084:05

0084:04 0084:05

Consider a more comprehensive example which resulted from 100

pages of programmed text input to computer program. From our initial

pilot study (Model I), the following data were obtained. In this

analysis 18,994 words and 100 pages of text were analyzed in less

than a minute. The printout of the automated variable determination

and the regression equation are shown below.

AUTOMATED VARIABLE DETERMINATION (for 100 pages material)

Total Number
Total Number
Total Number
Total Number
Total Number

of Letters
of Words
of Sentences
of Paragraphs
of Frames_ ..3

79926
18994
i167/
1012
'902



Number
Number
Number
Number
Number
Number
Number
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of Response Frames
of Structured Response Frames
of Free Response Frames
of Non-Response Frames
of Review Frames
of Disjoint Frames
of Non-Disjoint Frames

813
808

4

89

1749

5

753

A regression equation was established where the variables are
the eight traditional and nine programing variables:

Yt = o.04633829x1 - 0.02973254x2 + 0.0045400lx3

+0p00061298x4 + 0.00372806x5 + 0.00616356X6

+ 0.02764715x7 - 0.01622660% + 0.00253719X9

- 0.00166194x10+ 0.00224255x11+ 0.00003604x12

0.00209173x13+ 0.01192024x14- 0.00076549x15

+ 0.01679752x16+ 0.05149266x17- 0.06742650

This regression equation related the independent variables

to the criterian variable (error rate) with a multiple correlation
coefficient (R = 0.573) comparable to those of other widely used
reading equations cited in the literature.

3. The later model, Model II, expands the total number of

variables to 25. The variables are defined below and appl4cations
of the automated analyais are presented in Chapter III.

MODEL II

The variables of the revised version of the readability
formula (Model II) are presented below:

Category I: Frame Characteristics

X1:
10

X2:

X3:

X 5:

Average number of paragraphs per frame per sample.

Average number of sentences per paragraph per sample.

Average number of words per sentence per sample.

Average number of letters per word per sample.

Average number of words per sample which were outside a
standard text, i.e. Thorndike's list of 6,000 words. This
is a measure of difficulty words. A'dictionary'of any
kind can be generated to determine the frequency and
difficulty of a word.

X6: Average number of frames per page.
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Category II: Response Characteristics: Relevancy

X7 : Per cent of frames that are response frames per sample.

X
8

: Per cent of frames with math and scientific terms among

alternative responses per sample.

X
9

: Per cent of frames with word in frame identical to

response alternative.

X
10

: Per cent of frames with yes-no or true-false response

alternative.

X
11

: Average number of frames in which response is placed
within frame (as opposed to last word).

X
12

: Per cent of frames with one word or phrase (1-3) as

response alternative.

Category III:

Density of

Content Presentation, Organization, and Overlap

or Repitition

Mathematical and Scientific Terms

X
13

: Average number of mathematical and scientific words
(terms) per sample.

X
14

Average number of letters per technical word.

X
15

: % of frames in which the same technical term appears

more than once.

Average number of frames in which the same technical
X16:

word appears consecutively.

X
17

: Average number of consecutive instances of technical

word overlap.

Category IV: Sentence Structure or Syntax (Average number
of sentences containing the following kinds of

words)

X18: Integrators: this, that, it

X
19

: Signals: because, but, although, as since, when, then,

next, consequently, however, either

X
20°

Comparative: thanX20:

X21: Average number of words per sentence, X18 sentence type

X22: Average number of words per sentence, X19 and X20

sentence type
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X23: Average number of technical words per sentence, X18

X24: Average number of technical words per sentence, X19
and X

20

X
25

: Science unit

Y
1

: The criterion variable: average number of errors per
sample.

The independent variables were synthesized from an analysis
of the probable (Nises of reading difficulty and a description of
the basic kinds -- literary and technical--of reading. material.

X
1

was chosen because the paragraph is the first major
division of the frame and paragraphs serve the purpose
of separating introductory material from material
requiring a response.

X
2 was chosen to indicate the length of an introduction.

X
3

was chosen bedause average sentence length has been found
as a variable contributing to reading difficulty

X
4 was included because mathematics and scientific words tend

to be longer than common words. That is, polysyllabic
words are longer and more difficult than monosyllabic words.

X
5 was included because previous readability studies have

found this listing to measure general vocabulary difficulty.

X
6-

was selected as general frame of reference to step size.

X
7
- X

12-were selected to identify relevance of response
structure:

-X7 is a measure of overt response;

X8 and X10 are measures of response relevance;

X
11

and X
12 indicate placement and nature of response structure;

X13 - Xic were selected to describe the density of mathematical
-4'J and scientific words. These words are defined as

having a scientific or technical meaning and are drawn
from behavioral objectives of programed materials.

X
16

--X
17 were chosen to measure overlap or describe how closely

content or lexicon is linked within structure
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X
18

- X
24

were chosen to describe the sentence structure and

determine whether the nature of the structure creates
ambiguity (this, that, it) or difficulty (connectors,
comparativei), (X18, X

192
X20); )- or whether difficulty

results from a concomitant of sentence structure,
technical terms and sentence length (X21 X24).

X2. identifies a biological or physical science unit
to determine whether reading difficulty is common to

all units.

Y
1

was selected because it gives a measure of readability
directly related to each frame and is commonly related

to achievement measures.

Variables XI - X6 (Category I) are criteria for determining the

overall structure and complexity of any page of printed material.

These variables point oub not only the most general features of a

piece of reading material--number of frames per page and number of

paragraphs per Frame- -but also pinpoint quite specific features such

as the number of letters per word, number of words per sentence, and

number of sentences per sample. Further, since the basic atomic unit

of any sort of discourse is a word, it is important to know whether or

not a word is common. This information is provided by variable X. t

Again, these variables in Category I are ways of pinpointing the d

structure and the components-of the structure of any piece of printed

material. The remaining variables in Categories II, III, and IV

facilitate an analysis of the properties of the components of the

structure of any reading material.

Of any material that is to be learned one important property

is the kinds of responses that a student can make to questions about

the material. Variables X
7
- X

12
(Category II) provide a thorough

and systematic account of the sorts of responses that a student can

make-.

In analyzing any reading material a rough and general classifi-

cation can:be drawn-up by labelling the material either literary

or technical., If the material is technical, then it is important to

specify in what way and what the relationship of one piece or section

of technical material is to other technical material. Variables

Xil - X17 (Category III) do yield this sort of information. An

eelleciaily important function of these "technical variables" is

that they determine not only what are the technical words in a frame

and their degree of complexity but also, and perhaps more importantly,

determine the relationship of the-technical words to one another in

different frames, i.e., the degree of overlap. There are two

principal reasons for wanting to find out what the degree of overlap.

is. First, the degree of repitition and reinforcement that may be

needed can be established after overlap is measured. Secondly,

the extent of dependency of later frames on earlier frames can be
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spelled out if it is known how frequently technical words or terms .

are used serially in a program.

Finally, variables X - XI= in Category IV provide a
syntactical analysis of reNdineJmaterial. They enable one to
specify how complex any sentence is in terms of relational words
auch as pronouns, conjunctions, and adverbs. This function can
be determined for both literary and technical material.

4. Applications of Model II, presented in Chapter III,
include an (1) automated analysis of the heat unit, Skinner va.
Ruleg, (2) an automated analysis of the heat unit which incorporated
three branching conditions, and (3) a check to satisfy the
assumption of good sequential development; i.e., as students progreSs
through the unit, is there an increase in the number of errors
and the number of mathematical and scientific terms.

5. A principle components factor analysis was completed with
varimax rotation (43) to validate the four categories hypothesized
in the definition of independent variables.

III. Three Branching Conditions

The three treatment affects or branching conditions are based
on those readability variables and psychological approaches which
have evidenced success in the promotion of learning. The treatments
are as follows:

Adaptation 1. Knowk.dge of - Lexical Component -

Objective. Knowledge of terminology is described by
Scriven (70) and measured by Level 1 in Bloom's Taxonomy (3).

Placement. A branch will be included (in half the programs)
after the presentation of each technical term.

Learning Capability and Condition. The capability is described
by a conceptual development which requires vocabulary and classifti4g
behavior and corresponds to Gagne's concept by observation (25).
The branch condition will include vocabulary -reinforcement and the
introduction of additional examples and non-examples.

Adaptation 2. Comprehension of - Structural Component/Sentence

Objective. Comprehension or understanding of a principle Is
described by Scriven (70) classification 2a. - application of termino-
logy within the field or intrafield sytax. Items will be classified
using Levels 3 and above (application, analysis, synthesis, evaluatpon)
in Bloom's Taxonomy (3)



Placement. The development of principle which relates to two or
more concepts concludes each hierarchy. The branching condition will
be introduced (in 11'3 of the programs) after the completion of the
hierarchy.

Learning Capability and Condition. Gagne's (25) definition
of a principle which requires recall of component concepts and their
correct ordering describes the type of human learning of major
concern to the second application. The discourse analysis (18)
likewise recommends repitition of lexical chaining and sentence
structure. The branch presents a review of the relationship of the
concepts with the principle, in which the student is presented with
additional examples of the ordered or underlying relationships and
the sentence structure necessary to express the relationships.

Adaptation 3. Comprehension of - Structural Component/Tcpical

Objective. Comprehension or understanding of a principle is
described by Scriven's (70) classification 2c. - the semantics
of the field, and measured by Levels 3 and above, Bloom's
Taxonomy (3).

Placement. At the end of each hierarchy is a principle.
Branching conditions will be introduced (in 1/3 of the programs)
at the end of each hierarchy.

Learning Capability and Condition. The learning capability
is the understanding of a principle. The condition, the comparison
and contrast of a principle at the end of each hierarchy with the
principle to be introduced in the next hierarchy describes a preview
or a review in which a previously presented principles is integrated
with the new material of the succeeding hierarchy. This condition
will follow Ausubel's use of advanced and comparative organizers,
and his principle of integrative reconciliation (2).

The three branch adaptations were incorporated in the heat unit.
The study was initiatedqin the fall of 1968. Forty-three fourth
grade students were assigned to the following three treatment con-
ditions: (1) no branching condition; (2) comprehension branches
only - adaptations 2 or 3; and (3) knowledge and comprehension
branches - adaptation 1 in combination with either adaptation 2 or 3.
Time limitations precluded the number of student participants
necessary to isolate the influence of each of the comprehension
branches; i.e., adaptations 2 and 3 were observed as one treatment
effort.*

* See Moody (59) for an application of the automated analysis and
branching conditions to two programed units included in the BSCS
special materials. His branch conditions were found to be signifi-.
cant and he accounted for over 80% of the learning difficulty of
slow learners using the automated analysis.
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A multivariate analysis (5) was used to evaluate the three
branching conditions in which the predictor variables were defined

as levels of achievement, error rate, branch adaptations, time,
intelligence and sex. The criterion variables were defined as total

achievement and achievement at each of the three levels, knowledge,
example and application, and relationships.

IV. Implications for Management Design

In summary, the procedures outlined above hold promise for the
design of a management system for self-instructional materials

development. The relationship of the automated readability analysis

and hierarchy of branching conditions to student direction and
revision decisions is presented in Figure 2. The results preserted
in the following chapter suggest, with further field testing, that
the full potential of this model can be realized.

1
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Chapter III

ANALYSIS AND FINDINGS

Chapter III presents the analysis and findings.of the
evaluation of the four programing methods, the revised version
of the automated analysis of program structure, and the assess-
ment of the branching rationale in the first three sections. The
remaining two sections of this chapter are devoted to the valida-
tion of the readability model through factor analysis and to a
summary of the findings.

I. EVALUATION OF THE FOUR PROGRAMING METHODS

This section presents the evaluation of the four programing
methods. Two of the methods are described as developmental,
Skinnerian and Ruleg, and two as textual, Read Skinnerian
(prompting) and Read Ruleg (explanation). The four methods of
presentation are defined as follows:

1. Developmental-Skinner type. The method is composed
of a set of linear frames which follow the Skinner-Holland
Technique, and is similar to that of Keislar, whose use of
successive approximations and prompts suggest a likeness to
the Skinner program.

2. Developmental-RULED. This technique was developed by
Evans, Home and Glaser, and is composed of a set of linear
frames which classify verbal behavior into rules to be learned
(RU) and examples (EG).

3. Textual - prompting. Essentially a textual counterpart
of (1) above.

4. Textual - explanation. Essentially a textual counter-
part of (2) above.

The analysis focuses on the following two objectives:

A. What is the relationship between the four programing
versions and the science achievement of fourth and fifth grade
students?

B. What are the learning conditions which describe the
relative success of each of the four presentations?

The criterion, science achievement, is defined by three
levels of conceptual development, knowledge, application,
relationship, and total achievement. Learning conditions
consider learner characteristics and program quality. Intelli-
gence and sex are identified as measures of the learner.
Differences in achievement and error rate (error rate can only
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be gathered for the developmental versions) between the light
and heat units, as well as among the four presentations, suggest
variation in program quality.

A multiple regression technique* of the form Y = alXi +
aocX.,c + K, where the X's are the values cf the independent
vifthles, the a's are the regression coefftcients, and the K
is the constant for the equation, was used to test the n'll
hypotheses of the form,

X4 (where i m 1, 2, 3 ... n) does not contribute to the
regrestion equation to predict the reading difficulty as
determined by average number of errors per sample (ai = 0).

The F-statistic, .05 level of significance, is utilized to
establish rejection or acceptance of the null hypotheses (ratio
of regression means square to residual mean square). Using
the F-ratio and the multiple R's a routine of single and
multiple deletions establishes the combination of variables
which best predict Y. The key to variables analyzed is pre-
sented in Appendix A.

Predictor variables were defined as:

X
2

- X
3

= achievement at levels 1 and 2, respectively

X5 - X8 = four programing versions

X
9

- X
10

= heat and light units

X
11

= intelligence

X
12

- X
13

= sex

X14"

The criterion variable was defined as science achievement
(% of correct items on subtexts), where

Y
1
= total achievement

Y
2
= achievement at Level 1 - knowledge

Y
3
= achievement at Level 2 - example and Application

Y = achievement at Level 3 - relationship

= error .'ate

*Robert A. Bottenberg and Joseph H. Ward, Jr. Applied Multiple
Linear Regression, Technical Documentary Report PRL-TDR-63-6
(March, 1963).

REGD, Adapted to B5500 computer, U. of Va., by Milton D.
Jacobson.
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The significance of the independent variables is reported
relative to the influence of the predictor variables included
in each analysis. For example, if I.Q., error rate, and pro-
gram versions are defined as the predictor variables of
achievement, and the variable, program version, is declared
significant (at a given probability level), this finding is
interpreted as a significant influence of program versions
on achievement beyond that accounted for by intelligence and
error rate. Thus, the predictor variables control for possible
initial differences and concomitant variation. Analyses were
run to identify possible interaction effects; no significant
variation attributed to interaction effects was observed.

The analysis of data is presented under three sections.
First, differences in program and unit quality are observed
to establish if subsequent analyses will treat units and
programs separately. Secondly, the four programing versions
are evaluated; and lastly, the two developmental programs
are compared.

Unit Differences - Heat vs. Light

1. Are there differences in achievement between the
two units (heat and light)?

A. Considering only those students assigned to the
two developmental branches and controlling for intelli-
gence and error rate, it was found that the unit
difference between heat and light significantly influenced
science achievement at all levels (See Appendix B, Table
V). Achievement favored the light unit.

B. The influence of the unit difference and error
rate on levels of science achievement was determined
for each of the four program versions with intelligence
and sex controlled. The following results are summarized
from. Tables V - VIII, Appendix B.

Developmental

Skinnerian - unit difference (heat vs. light) does not
influence achievement at levels 1 and 3.
Achievement in light is superior at level
2 and total. Unit differences account
for the influence of error rate on achieve-
ment levels.

Ruleg - Achievement in light unit is significantly
greater at levels 2 and 3 and total
.achievement. Error rate influences
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total science achievement, levels 1 and 3,
beyond that accounted for by unit diff-
erences.

Textual

Read Skinner - No significant differences in achievement
Read Ruleg were found between the two units at

level 1 and total: achievement at levels
2 and 3 significantly favored the light
unit.

In summary, these findings indicate: (1) the light and
heat units differ in quality with achievement favoring the
light unit; (2) the influence of error rate, beyond that
accounted for by unit differences suggests that the Ruleg
program may be either a less effective method of presentation
than the Skinnerian, or the writing of this unit has created
sources of reading difficulty for the subjects and (3) the
Skinnerian version is less influenced by unit differences
than the Ruleg program. Unit differences are crucial at both
comprehension levels (levels 2 and 3, application and relation-
ships) for the textual versions.

It can be observed from TABLE I that student attainment
was generally more successful for the light unit.

TABLE I

SCIENCE ACHIEVEMENT BY TREATMENTS
AND LEVEL OF CONCEPTUAL DEVELOPMENT

Light Unit

Total level 1 level 2 level 3

Skinnerian 95 98 95 93
Ruleg 91 94 92 90

Read Skinnerian 82 84 81 81

Read Ruleg 81 82. 84 78

Heat Unit

Skinnerian 75 81 71 78

Ruleg 71 76 69 69

Read Skinnerian 65 73 65 61

Read Ruleg 66 76 63 63
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Because of the general superiority of the light unit,
subsequent analyses consider the light and heat units
separately.

Evaluation of the Four Programed Versions

2. Do the four program versions influence science
achievement?

The relationship between the four program versions and
science achievement was analyzed controlling intelligence and
sex. The following statements summarize the findings presented
in TABLE .IX, Appendix C.

A. The program versions have a significant influence
on all levels of science achievement for the light unit
and at level 3 for the heat unit. The higher mean achieve-
ment favors the developmental presentations (Skinner and
Ruleg types) over the summary versions.

B. The influence of intelligence (program and sex
controlled) is significant at all achievement levels for
both units.

C. Deletion of the sex variable indicates a significant
influence at level 3 achievement for the heat unit only.
The mean achievement favors the boys. TABLE II presents the
descriptive data referred to in the analysis.

TABLE II

MEAN SCIENCE ACHIEVEMENT PRESENTED BY
UNIT, SEX, PROGRAn AND ACHIEVEMENT LEVEL

Light Unit

Boys

.T 1.A. 2 3 T 1 2 3
Skinnerian 97 99 96 96 92 97 93 88
Ruleg 90 85 91 92 92 96 92 89
Read Skinnerian 82 80 81 83 82 87 81 80
Read Ruleg 80 82 82 78 82 80 88 78

Heat Unit
Boys Girls

Skinnerian 80 88 75 84 71 75 68 71
Ruleg 68 64 65 71 72 81 71 69
Read Skinnerian 66 73 63 65 65 74 66 59
Read Rules 71 79 68 68 59 70 55 56
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T = total achievement
1 = level 1 - knowledge
2 = level 2 - example and application
3 = level 3 - relationship

(TABLE II, cont.)

HEAT

IQ Errui' Rate

Skinnerian 111 8.14
Ruleg 109 23.4
Read Skinnerian 110
Read Ruleg 111

LIGHT

Skinnerian 121 6.83
Ruleg 109 14.75
Read Skinnerian 112
Read Ruleg 109

HEAT

...IIII OW

IQ Error Rate

Skinnerian Boys 112 7.5
Girls 110 9.0

Ruleg Boys 106 31.0
Girls 111 16.2

Read Skinnerian Boys 107
Girls 112

Read Ruleg Boys 107
Girls 115

.0 -
MO M11011

IMO 41111,
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(TABLE II - Cont.) LIGHT

IQ

Skinnerian Boys 125
Girls 118

Ruleg Boys 105
Girls 113

Read Skinnerian Boys 110
Girls 113

Read Ruleg Boys 108
Girls 109

Error Rate

5.33
8.33

21.0
8.5

MO. 110

3. How do learner characteristics influence achievement
levels for each of the programed versions treated
separately?

The relationship between intelligence and sex with achieve-
ment levels for each of the four pro-ran versions is presented
in TABLES X, XI, Appendix D. Zie findings are as follows:

A. Intelligence influeroes the science achievement at
all levels for the Skinner type program. This relationship is
also evidenced in the Read Skinner approach.

B. Sex is a significant variable (level 3) for the Ruleg
version. Intelligence is not a significant predictor variable
for this method. Rather, the previous analysis suggested
error rate as the cetical variable.

C. The textual versions indicate no significant relation -
sh.p between sex and achievement levels.

A summary of findings indicates: (1) Developmental
versions (Ruleg and Skinner) are generally superior to textual
approaches. The finding holds for all levels of the ligat..2.
unit and for level 3 of the heat unit;. (2) Intelligence is
a significant variable for the Skinnetian presentation and for
all achievement levels!(when error rate' is not cdarblled).
Sex appears as significant at level 3;. (3) Program quality
is crucial in determining program differences and identifying
related learner characteristics.

Skinner vs. Ruleg

What are differences between the two developmental
(Skinner vs. Ruleg) programed versions?
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An analysis of the two.programed versions included the
treatment effects (Xm-Xg), unit differences (X -X ) 1

intelligence (X11), dex"(X1-X11) and error rate 614)
asthe ipredictor variaines of thchtdvement levels. The analysis

revealed the following instances of a significant influence
(Appendix E, TABLE XII):

A. No differences were found between the two
programed versions.

B. Unit differences favoring the light program were
significant at all achievement levels.

,C.. Intelligence was significant at total, 1, and 2
achievement levels, did not represent a significant effect
at the highest achievement level (3).

bj.-Se* and error rate were significant variables at

to Summary, although TABLES I and II show.i greater mean
achievement associated with the Skinnerian version, this
treatment was not found to significantly differ from the
Ruleg version:. when intelligence, sex,. unit differences and
error rate are controlled.

As one *mid expect from-the.previous analysis of the
four program versions, the light unit is generally superior
at each achievement level. At level 3, intelligence is no
longer a significant influence. InStead sex and error rate
are significant predictor variables at this level.

5,- What are the effects related to the two programed
versions, whin heat and light units are analyzed
Aseparately?-

The predictor variables are defined as intelligence,
sex, error rate, and program version. The statements below
are summarized from TABLES XIII and XIV, Appendix F.

A. The_significant predictor variables-light unit-
are: '(1) error rate significantly influences achievement
level 1 and total; (2) I.Q. influences level 2 (3) no
variable influences level 3.

B. The significant predictor variables-heat unit-
are: (1) intelligence influences achievement levels 1
and 2 (and total)! (2) no variable significantly influences
at level 3.
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In summary, a comparison of the two developmental program
versions indicates no significantly greater achievement related

to the Skinner-type, although the general mean tendency favors

this presentation. The findings suggest that for a program of

lesser effectiveness (heat), intelligence has a relatively

greater influence on achievement than for a 'nit which results

in greater student achievement (light). Where intelligence is
not observed to be a significant variable, error rate and/or

sex appear as significant variables in a more effective program.

The relationship between the predictor variables (program
version, intelligence, sex, and error rate) and levels2of
achievement is lowest at level 3 (R=.29, heat unit; frai.29,

light unit). TABLES XIII and XIV give values of R at all levels.

Because of the relatively low 114, the influence of achievement
levels was observed by including achievement levels 1 and 2

as predictors of achievement level 3. The regression analysis
is presented in TABLE XV, ApRendix 0. It can be observed from
TABLE XV that the value of 114 moves from .29 to .65 (heat unit)

and to .36 (light unit) when achievement levels 1 and 2 are

added as predictor variables. The heat unit is influenced
to a greater extent by previous achievement levels, where
level 1 is a significant predictor variable.

II. AUTOMATED READABILITY ANALYSIS

The variables of the revised version of the readability
formula (MODEL II) are presented below.

Category I: Frame Characteristics: Step Size, Vocabulary
Difficulty.

X
1

: Average nun:.er of paragraphs per frame per sample.

X2: Average r -am, of sentences per paragraph per sample.

X
3

: Average number of words per sentence per sample.

X Average number of letters per word per sample.

X
5

Average number of woras per sample which were outside a
standard text, i.e. Thorndike's list of 6,000 words. This

is a measure of diricult4 words. A dictionary of any
kind can be generated to determine the frequency and
difficulty of a word.

Category II: Response gkaracteristics: Overt and Covert
Responses, Multiple Choice and Constructed
Responses, Response Relevancy.

X7: Per cent of frames that are response frames per sample.

1
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X8: Per cent of frames with math and scientific terms among
alternative responses per sample.

Per cent of frames with word in frame identical to
response alternative.

Per cent of frames with yes-no or true-false response
alternative.

Average number of frames in which response
within frame (as opposed to last word).

Per cent of framez with one word or phrase
response alternative.

is placed

(1-3) as

Category. /II:- Content Presentation, Organization, and Overlap
or Repetition

Density of Mathematical and Scientific Terms

Average number of mathematical and scientific words
(terms) per sample.

Average-number of letters per technical word.

% of frames in which the same technical term appears more
than once.

Average number of frames in which the same technical word
w appears consecutively.

X17.Average number of consecutive instances of technical
word overlap.

Category IV: Sentence Structure or Syntax (Average number of
sentences containing the following kinds of words)

Integrators: this, that, it

Signals: because, but, although, as, since, when, then,
next, consequently, he0:vver, either

Comparative: than

Average number of words per sentence, X18 sentence type

Average number of words per sentence, X19 and X20

Average number of technical words per sentence, X18

I24: Average number of technical words per sentence, X19 and X20

x18*

X19 :

X
20

:

X
21

:

X
22

:

X
23

:
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X
25

: Science unit

Y
1°

The criterion variable: average number of errors per
sample.

Example of Model II

As an example of Model II consider the following data
which include the first two frames sampled from 195 frames and
45 pages of a computer-based program system units (Skinnerian
and linear) on light.

EXAMPLE MODEL II

Data (page )

1. This is the story of Rocky. Rocky
was a little boy who lived many, many years ago. He lived
*ith his family in a cave. Rocky could not play after the
sun set in the evening because there was no light. The sun
gave him light as we have sunlight today. The sun is one source
of our

a. sound b. music c. light d. water

2. We also get light at night from the
stars. The stars are another source of

a. sound b. heat c. music d. light

The automated variable determination for this sample range

is:

AUTOMATED VARIABLE DETERMINATION

P aragraphs Per Frame 1.00

Sentences Per Paragraph 4.00

Words Per Sentence 9.13

Letters Per Word 3.88

Percent Words Not in Suds Dictionary 14.81

Frames in the Sample 2.00

Percent Response Frames 100.00

Percent Frames with Related Terminology 100.00

Percent Frames With Word(s) Identical to Resp. Alternative
50.00
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Percent Frames With Boolean Reap. Alternative
- -

Percent Response Frames, Response Not Last

0.00

0.00

Percent Frames With Word/Phrase Response Alternative(s) 100.00

Percent Related Terms 23.46

Letters Per Related Term 4.21

Percent Frames With Multiple Occurrences of Related Terms
50.00

Cases of Framewise Overlap 2.00

Cases of Consecutive Overlap Series 2.00

Percent Integration Sentences 12.50

Percent Signal Sentences 25.00

Percent Comparator Sentences 0.00

Words Per Integrator Sentence 6.00

Words Per Signal/Comparator Sentence 13.00

Related Words Per Integrator Sentence 1.00

Related Words Per Signal/Comparator Sentence 2.00

The regression equation which was established by using average

student error rates and the 25 variables automatically as inde-

pendent variables (on samples of 2 to 3 frames) and doing thi3

for the entire light unit as follows:

Yt =0.00X1 + 0.53634252X2 + 0.42380359X3 + 0.24834082X4

-0.06597135X5 + 0.255680114

=0.05417647/(7 + 0.16048602X8 - 0.12390994X9 + 0.08214095X10

+0.16147853)E11 + 0.08054411X12

=-0.14198652X13 - 0.32043226X14 - 0.01439624%

- 0.13903314)(16 + 0.17541607X17

=0.11554272X18 +0.28266357X19 -0.13069124X20

0.19389049X21 0.29775394X22 - 0.15400293X23

+ 0.32268684X24
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In this analysis about 20,000 words and 45 pages of text

were analyzed in seconds; The (regression) equation related

the independent variables to the criterion variable (error rate)

with a multiple correlation coefficient (11 = .84), as high as

or higher than any reported in the literature where less data

and more laborious non-automated techniques have been used.

This equation accounts for 70% of all the variability among

individuals (obtained by squaring the multiple correlation

coefficient ( .842 = .70) error rates. This figure is 220%

better than our original prototype, Model I, (R = .573, ( .573)2

.70
= .32) .32 = 2.2) and yields better results than attempts

to use programing variables such as overt, covert, step size,

etc., which have not given any clear-cut predictability or

reliability and whose results have been inconclusive. As is

seen by the magnitude of the standard regression weights in

our (above) equation, all of the four categories of variables

are represented and important; three of these categories in-

troduce variables synthesized from 50 or more learning studies

which have never before been used in readability work.



Alication of Readabilit Analysis to Skinnerian and Rule: Pro rams

The readability analysis was applied to the Skinnerian and

Ruleg programs, heat unit. The automated text tallies are

given in TALLnS XVI and XVII, Appendix H.

The listing suggests comparability between the two programs

in step size and general vocabulary difficulty. As would be

expected, the Skinner version contains more frames (288) than

does the Ruleg program (155).

Both programs have a similar number of response frames,

although the Skinnerian version contains about 10 per cent more

frames with technical terminology as a response alternative.

This count supports the greater emphasis placed on discrimination

in the Skinner-type program. However, the lesser percent of

frames with words in frame identical to the response alternative

found in the Skinner program may not be consistent with the

greater number of prompts usually considered necessary to achieve

discrimination in a Skinner-type program.

The content presentation variables reveal comparability

between the versions in technical vocabulary. However, the

Skinner program contains a greater percentage of multiple

occurrences of technical terminology and a larger number of

cases of overlap. These results are consistent with the Skinner-

principle of shaping behavior.

The listing of the syntax variables indicate that the

percent of signal and comparative sentences is greater for the

Ruleg program. In addition, the number of technical words in

the integrator, signal and comparative sentence structures is

relatively greater in the Ruleg program. These data counts

suggest the greater use of a complex sentence structure may be

involved in a Ruleg program which emphasizes the stating of

rules and applications.

The standard weights associated with the 25 readability

variables, Ruleg and Skinner programs, are presented in TABLES

XVIII, Appendix I.

The total error rate was lower for the Skinner program

(8.14) than for the Ruleg version (23.4)3 hence, a relatively

lower 114 is observed for the Skinner program. The contribution

of variables, 1, 3, 4, frame characteristics, the number of

integrator sentences, variable 18, and number of words con-

tained in this sentence type, variable 21, to error' rate is

consistent with the Skinnerian principles of small step size

and shaping behavior. It is quite possible that the use of

'this, that, it' (integrator sentences) created ambiguities,

particularly in the Skinner approach.
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In contrast, the number of signal and comparative sentences
and the number of words and technical terms contained in these
sentence types is one major source of learning difficulty in
the Ruleg program. A second source of difficulty indicated by
the standard weights is the need for more steps and overlapping
(variables 17 and 15). General vocabulary difficulty and tech-
nical word length difficulty (variables 5 and 14) substantiate
the suggested need for more frames and greater overlap in the
introduction of concepts, as well as in the presentation of rela-
tionships in signal and comparative sentence types. Reduction
of the complexity of sentence structure (within the constraints
of the Ruleg programing technique) is also suggested by the
analysis.

III. BRANCHING CONDITIONS

The branch effectiveness was evaluated by a multivariate
analysis (. ). The three branching conditions are defined as:

Adaptation 1.

Adaptation 2.

Adaptation 3.

Knowledge of - Lexical "omponent

Comprehension of - Structural Component/
Sentence

Comprehension of - Structural Component/
Topical

The three treatments were (1) no branching condition,
(2) comprehension branches - .adaptation 2 or 3, (3) knowledge
and comprehension - adaptation.1 in combination with either
adaptation 2 or 3. Predictor variables were defined as:

7 - X
4

0 achievement at levels 1, 2, 3, respectively

X
5

= error rate

X
9

= time (in minutes)

X
10

= intelligence

X11 X12 = sex

The criterion variable was defined as science achievement
(% of current items on subtests):

Y1

Y
2

Y
3

Y

= total achievement

= achievement at Level 1 - knowledge

= achievement at Level 2 - example and application

= achievement at Level 3 - relationship
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-'he .results of the multivariate analyses are summarized in
TABLE,IXIX, Appendix J. Time, intelligence and sex are defiLed
as:control. variables-atall achievement levels. In addition,
levels of achievement and-error rate are included as controls
when total achievement is the criterion variable. The findings'

are as follows:

1. Branching adaptations significantly influence science
achievement at all achievement levels.

2. Branching.adaptations contribute to total science
.
achievement beyond that accounted for by levels of achievement
(knowledge, application, relationship) and error rate in combina-
Ition with knowledge attainment.

TAELE III presents the mean science achievement, error
rate, time (in minutes), and intelligence for each of the three
branching treatments.

TABLE III

Mean ScienceiAchievement, Error Rate, Time, and
Intelligence for the Three Branching Treatments

.7 i

, Treatment 1 Treatment 2 Treatment 3
No Branch Comprehension Knowledge &

Branches Comprehension
Branches

Total Achievement 70 77

Level 1 - Knowledge *. 82 89
Level 2 - 'Application 67 71

Level 3 - Relationship 63 ,:. 74

Error..rate .. 21. , , _ . 14

Time 205 :,- ., _319

Intelligence ill ., 106

'93

-81
10.

.,273
115:

It can be observed from TABLE III that the descriptive data
are consistent with the analysis and with the branching rationale.

Although direct comparisons are not posstble because of differ-
ences in mean intelligence (intelligence, sex and time were
controlled*in the analysis), total achievement increases from
the-no:-.branching condition to the presentation of both knowledge
and -comprehension branches. Comprehension (Levels 2 and 3) is
improved with the introduction of-comprehension branches, and
knowledge attainment (Level 1) is highest'when.the knowledge
branching condition is introduced under Treatment 3. Error rate

likewise drops with the addition of branching conditions.

Y.. the branching rationale holds promise as an
effective means to remediate the reading difficulty of programed

texts. With the inclusion of branches, science achievement is
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improved, error rate drops, and the relationship between intelli-

gence and achievement is reduced. That is, the correlations

between intelligence and total achievement are r = .64, r = .52,

r = .48 for treatments 1, 2, 3, respectively.

Application to Readability Analysis

The content of the heat unit into which the branching
versions were introduced was analyzed using the automated reada-

bility analysis. The standard weights associated with the
readability variables are presented in Appendix K, TABLE XX.

The R2 between the contextual variables and error rate equals .77.

In this analysis, the frame number was included to ascertain

the influence of sequencing on error rate, and to determine if
the assumption of a logical presentation was met. The variable,

frame number, is the primary contributer to error rate; i.e.,

students progress through the unit with an increasing number of

errors A positive relationship is observed between frame
number and number of technical terms (r = .18), between frame

number and technical word overlap (r-= .47), and between frame
number and technical words included in integrator and signal/com-

parative sentences (r = .26; r = .33).

The greater attainment of knowledge relative to the com-
prehension achievement levels and to the no branching condition
(TABLE III) is evidenced by the insignificant contribution of
technical terminology to error rate vs. the significant contri-
bution of technical words contained in signal/comparative
sentence structures. Further study with a larger sample size

would allow one to ascertain the extent to which comprehension
branches reduce the reading difficulty of sentence types,

integrator, signal/comparatives. It is possible that the
adaptation, comprehension-sentence structure is more appropriate
for the signal/comparative sentence types and that the compre-
hension adaptation-topical, is more effective in reducing the
ambiguity previously observed with integrator sentence structure.

IV. FACTOR ANALYSIS OF READABILITY MODEL

To facilitate interpretation of the variables in the model,

a principle components Factor analysis of the preceeding data

(Model presented in r: XVIII Lppendix I was completed with

variance rotation(43) and y.,..ildea four factors. These factors

and their loadings are presented in TABLE IV. Only those 15

variables which gave principal loadlngs on one of the four
factors are included in the table.
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TABLE IV

Variable Factor Factor Factor Factor
No.* I II III IV

16 *0.8334 0.0645 0.0018 -0.1602
13 *0.7963 -0.0913 0.0348 -0.2367
17 *0.7907 0.1844 0.1883 -0.0729
8 *0.5833 -0.1086 -0.1337 0.2304

3 -0.0315 *0.7949 0.4070 -0.1340
22 -0.2699 *0.6990 -0.1796 -0.3339
24 0.1809 *0.6923 -0.1329 -0.0560
23 0.0213 *0.6700 -0.0345 0.1435
21 -0.3888 *0.6556 -0.0887 -0.2006
2 0.2832 0.0098 *0.7528 -0.1040
6 0.1068 -0.2570 IL-0.7198 -0.3756

7 0.0066 0.1527 *-0.6951 0.1406
12 0.1269 0.1455 *-0.6450 -0.1623
4 -0.1244 -0.0892 0.0581 *0.7610

5 -0.3021 -0.2761 -0.1973 *0.7321

*See Section II, Automated Readability Analysis for
variable identification.

Inspection of these loadings indicates that Factor I consists
primarily of variables from category 3, content presentation
and organization; Factor II from category 4, sentence structure
or syntax; Factor III from category 2, response oharacteristict,
and Factor IV from category 1, frame characteristics. These
loadings suggest that the original classification of reada-
bility variables was appropriate.

V. SUMMARY OF FINDINGS

1. The developmental presentations, Skinnerian and Ruleg,

were generally superior to the textual counterparts at the three

achievement levels, knowledge, comprehension, and relationships.

A. The Skinnerian version was found to be generally more

effective than the Ruleg presentation. This finding is qualified

by the greater error rate associated with the Ruleg version, which

may be attributed either to the method Les se or to the programers'

ability.

B. Intelligence is more closely related to both develop-

mental and textual presentations of the Skinner type.

2. The two units, heat andaigpt, differed in program quality.
The light unit was observed to be more effective at all achievement

levels. Program quality was observed to be a critical variable in

attempting to establish the superiority of a program version and in
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identifying significant learner characteristics. Where intelligence
was not a significant variable, error rate and sex appeared as
significant. In addition, achievement at the lowest conceptual
level appeared as significant to the attainment of relationship
objectives in the lower quality program.

3. Application of the automated readability analysis to the
developmental versions, Skinnerian and Ruleg, indicated comparability
between the two p,ograms in step size and general vocabulary
difficulty.

A. Greater emphasis on shaping behavior and discrimination
was evidenzed 4n the Skinner program by the greater number of frames
(Skinner - 288; Ruleg - 155), the greater number of cases of overlap,
and about 10 percent more frames with technical terminology as a
response alternative. However, a lesser percent of frames with a
word in the frame identical to the response alternative may not be
considered with the greater number of prompts usually considered
necessary to achieve_ discrimination in a Skinner-type program.

B. A listing of the syntax variables indicated that
application of rules was applied to a greater extent in the Ruleg
version. This program contained a °Teeter percent of signal and com-
parative sentences. In addition, L.se number of technical words in
the integrator and comparative sentence structures is relatively
greater in the Ruleg program. These variables comprised one major
source of learning difficulty in the Ruleg program. The automated
analysis suggested the need for more frames and greater overlap in
the introduction of concepts, as well as in the presentation of
relationships in signal and comparative sentence types.

C. The contribution of three variables under frame
characteristics and the number of integrator sentences to error
rate ir. the Skinnerian program is consistent with the principles
of small step size and shaping behavior. It is quite possible that
the use of "this, that, it" (integrator sentence structure) created
ambiguities, particularly with the Skinner approach.

4: The automated readability analysis proved successful.
In Model I seventeen independent variables were automatically
determined and in.Model II the number of independent variables was
extended to twenty-five (See Appendix L for prototype of computer
program).

A. On samples of 2 to 3 frames, 45 pagee of text, the
25 independent variables were related to error rate with R = .84.

Thus, the automated analysis accounts for 70 percent of all of the
variability among individuals' error rates.

B. A factor analysis of the readability analysis validates
the four categories of independent variables: frame characteristics,
response variables, content presentation and organization, and the
syntax classification.
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5. The branching rationale, (1) Knowledge of - Lexical
Component, (2) Comp!seLf.a3ion of - Structural Component/Sentence,
(3) Comprehension of -' Structural Component/Topical, holds promise

as an effective means to individualize the program sequence.

A. When branching conditions were classified into

treatment groups, (1) no branching condition, (2) comprehension
branches, and (3) knowledge and comprehension branches, the
branching adaptations significantly influenced science achieve-

ment at all achievement levels. The mean achievement favored
groups 3, 2, and 1, respectively.

B. The branching adaptations contributed to total science
achievement beyond that accounted for by levels of achievement,
error rate, time, intelligence,and sex.

C. The branching program met the assumptions of good

sequential development. Significant and-positive relationships
were observed between frame number and error rate, between frame
number and number of technical terms, and between frame number and

technical word overlap.

D. The application of the automated readability analysis

to the branching program in which the individual contribution of

the independent variables to error rate could be observed was con-
sistent with the mean comparisons between treatment groups.
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Chapter IV

CONCLUSIONS AND RECOMMENDATIONS

The major accomplishments of the study are summarized below.

Four program Versions

The evaluation of the four program versions, (1) Developmental -
Skinner -type, (2) Developmental - Ruleg, (3) textual counterpart of
the Skinner-type, and (4) textual counterpart of the Ruleg presenta-
tion, suggested that the developmental presentations were more
effective at the three achievement levels (knowledge, comprehension,
relationships) than the textual presentations. This finding was
was evidenced for all intelligence levels.

Program quality was critical in the evaluation of the four
versions. Differences in error rate between the two units, heat
and light, were accompanied by a change in the relationship of in-
telligence, error rate, sex, and lower achievement levels to the
criterion, science achievement. The error rat of the Ruleg
presentation was relatively higher than that of the Skinner version.
Although the mean achievement favored the Skinnerian approach, a
comparison of the two developmental presentations must be qualified
to allow for differences in a programmer's writing style before the
superiority of any one method can be established. The application
of the automated analysis indicated that the syntax category of
irlevIondert readability variables was crucial to the success of
botl the Skinner and Ruleg programs. Comparative and signal.senia-
tences were more frequent in the Ruleg presentation, and contributed
to learning difficulty for this version, while integrator sentences
(this, that, it) were related to error rate in the Skinner approach.

The evaluation of the four program versions recommends a con-
sideration of learner and task variables. However, the findings
suggest that before comparisons can be meaningful and generalizable,
the program structure must be objectively defined and the influence
of contextual variables accounted for. Such a contextual analysis
of programed materials appears even more important, since the
findings of this study favor the development presentations over
the textual versions. The use of the computer for management, as
opposed to instruction, can only be given qualified support.

Automated Readability Model

Several features of the automated readability analysis offer
specific advantages for the use of this model in the management of
programed materials development. One outstanding feature of this
model is its At its present stage of development 25
variables are used to determine reading difficulty. In principle
an unlimited number of variables can be generated. The automated
system allows thoroughness and completeness in using entire texts,
a marked contrast to past readability formulas.
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Another important feature of the model is the ease with which
it can be used. Natural language inputs from a variety of sources
such as magnetic tapes, data cards and disc stnrage can be directly
used. Program translations that are costly and time-consuming are
unnecessary.

Past readability formulas were ready-made for use by laymen and
other non-computationally oriented persons, resulting in restrictions
on the clerical effort and computational skill needed to apply the
formula. Samples of textual materials rather than entire texts were
used. These samples were often in adequate and not representative
of the materials they were taken from. Both limitations were
necessary because man, not a machine, was doing the work.

The automated feature and related analysis offer specific
advantages to the production of programed materials (1) either
directly, in the writing, revision and evaluation of materials;
and (2) or through experimentation, in program definition and evalua-
tion

fir
of the relative influence of methods on program structure.

.1i,plications of the automated model to the management of materials
development are presented below.

1. The automated procedures and regression analysis is adapted
to and provides an objective measure of the reading difficulty of
programed materials. The procedures developed by the study are
applicable to a general analysis of self-instructional materials and
are specifically adapted to an evaluation of upper elementary school
science. Independent variables automatimilly determined by the
computer program are:

Cate!Tery I: Frame Characteristics. Six variables which
mcsure paragraph, sentence and word length, vocabulary difficulty
and number of frames per sample.

Category II: Response Characteristics. Six variables which
AAcAcribe the number of response frames, the nature and relevance
of the response.

category III: Content Presentation and_2ronization. Five
variables which measure density of mathematical and scientific
terms, overlap and repetition.

Category IV: Sentence Structure or Syntax. Seven variables
which identify three sentence types, the average number of words
and technical words per sentence type. The remaining independent
variable identifies the science unit.

Criterion Variable. Average number of wrrors per sample.

2. The readability formula predicts student error rate, thereby
providing a measure of the effectiveness of the materials without
involving the expense and time in field or laboratory testing. In
an analysis of 45 pages of text taken from an upper elementary science
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unit, the regression equation related the independent variables to the

criterion variable (error rate) with a multiple correlation coefficient

(R = .84), as high as or higher than any reported in the literature :

where less data and more laborious non-automated techniques have

been used. Application of the automated analysis to two programed

units contained in the BSCS Special materials accounted for 86 and 84

percent of the variability among individuals' error rates (59).

3. The automated feature makes possible (or feasible) the
analysis of the entire text at a substantially lower cost and time

expenditure than would be required of most manually conducted samples.
An analysis of about 20,000 words was completed in seconds.

4. Revision procedures are more efficient: (a) the time lag

created by field testing and manual counts is reduced; (b) the

analysis of the entire text allows the identification of differences

among the writing practices of programers, the differences among
units, hierarchies, or sequential organization; (c) the summary data

and analysis suggest revisions specific to the program context,
hence avoiding the trial and error often associated with those
program modifications, whichre.unrelatecito student performance
or relevant contextual variables.

5. The automatic count and listing and regression analysis
obdectively defines and relates significant frame, response content
presentation, organization, and syntax variables to error rate,
thus providing a comprehensive definition of program structure.
Contextual differences between Skinnerian and Ruleg prognams were
identified, and sources of learning difficulty were isolated after
the introduction of three branching conditions. The automated
analysis makes possible the determination of Lty a branching condition
is successful, and objectively describes similarities and differences

between programing techniques.

6. The independent variables were synthesized from an analysis

of more than 200 previous studies in readabi. 1.ty and an analysis of

over 50 studies of programed learning. A principle components factor
analysis was completed with varimax rotation and yielded four factors.
The loadings suggest that the fourfold classification of independent
variables was appropriate,

The branching rationale can be described as a threefold

hierarchy, with each level or branching condition more difficult,
complex and abstract than the previousllevel. The first level deals
with technical terminology; students at this level dcquire a know-

ledge of concepts. At the second level an analysis is made of
sentence length and structure. A topical presentation ox' preview
describes the third branching condition. These three branch
conditions can be summarized as (1) Knowledge of - Lexical Component,
(2) Comprehension of - Structural Component/Sentence, and (3)

Comprehension of - Structural Component/Topical.
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Initial evaluation of the three branching conditions indicated
that the three program ath-ptations decreased the level of reading

diffic. lty so that a student understood the materials that he
previously found perplexing. The findings suggest that the
brw..cliing rationale will enable one to determine when readability
increases or deereases for students of varying ability and knowledge.

In summary, the Rittomcl.tea f-ature and related analysis appear
to !Alter specific advantages for thz! analysis and production of
self-instructional materials in three principal ways: first, directly,

in the development of materials by managing their writing, revision,

and evaluation; second, to develop and analyze diverse programs;
third, managing instruction by means of branching conditions; which
take into account variation in learner characteristics.
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SUMMARY

Statement of Purpose and Objectives

Despite technological advances, the production of self-
instructional materials remains costly and inefficient. The

expenditures of time and money invested in testing and analysis has
not resulted in a set of principles of programed instruction to guide

in the writing and revision of programed materials. Nor has experi-

mentation in programed instruction agreed on the influence of a
programing variable or a rationale to select and adapt a given
strategy to the programed context. The research reported in this
project focuses on the effective development, evaluation, and
individualization of programed materials.

Phase I

Efforts to develop successful programing methods have led to the

wide variation in the application of the principles of learning to

materials development. However, program assessment studies have not

generated a set of principles to guide in the selection of a
programing technique. Learner characteristics and task variables

are frequently not considered in identifying the appropriate pro-

graming technique. Phase I of the research activity responds to

this need by an evaluation of four programing methods which accounts
for individual differences and variation in conceptual attainment.

The study did not favor any particular programing method, but

served as a pilot approach by selecting four programing methods
from among the many techniques, and by relating the effectiveness
of the method of presentation to learner characteristics, program
quality and to the conceptual level of the behavioral objective.
The four methods selected were (1) developmental - Skinnerian,
(2) developmental - RULE(, (3) textual counterpart of the Skinner
type, and (4) textual counterpart of the RULE!' presentation.

Phase II

Research studies tend to agree that reading difficulty is an

important criterion for selecting textual materials; and, as such,
textbook selection is an exceedingly important and difficult task.
Reading difficulty is even more crucial to the students' success
in using programed materials. Despite the apparent relationship
between reading difficulty and self-instructional materials,
readability has largely been ignored in the study of programed

learning. The significance of the reading factor and the absence

of a formula adapted to the programed approach prompted the research

activity of Phase II of the reported research. The major objective
of this phase of activity was the development of an automated analysis

to manage programed materials development which includes a synthesis

of both programing and readability variables.

Phase II of the study identifies 25 independent readability



variables which are descriptive of frame characteristics, response

variables, content presentation and organization, and syntax

variables. The automated procedures sort, locate, and accumulate

a count and listing of the independent variables from the context

of the programed materials. After a printout of the variable counts

and word listings is obtained, the independent variables are related

to student error rate (validated against student ability and achieve-

mcnt measures). The readability formula is described by an equation

of the best predictors of error rate. Thus, descriptive data are

presented for all variables, those readability variables signifi-

cantly related to student performance are identified, and the nature

of the relationship is established.

Phase III

The derinition and evaluation of three remedial bran ling

conditions derived from the automated readability model is the focus

of Phase III. The branching rationale can be described as a three-

fold hierarchy, with each level or branching condition more difficult,

.7omolex and abstract than the previous level. The first level

deals with technical terminology; students at this level acquire

a knowledge of concepts. At the second level an analysis is made

of sere:ence length and structure. A topical presentation or preview

e.nscribes the third branching condition.

The objectives of each phase of research activity are outlined

below.

Phflse I. The evaluation of the four program versions (Skinner-

type, FLuleg, and the textual counterparts of each developmental
presentation) was carried out to identify the technique(s) most
effective for the attainment of science achievement at three levels,

'-n oWledge, application, and relationships. The analysis focused on

the following two objectives:

1.

and the

2.

luccess

What is the relationship between the four programing versions

science achievement of fourth and fifth grade students?

What are the learning conditions which describe the relative

of each of the four presentations?

Learning
(intelligence
allievement).

Phase II
development

conditions are defined as learner characteristics
and sex) and program quality (error rate and science

The following objectives were specified in the

d ir1)1ementation of the automated readability analysis.

1. Abstract and classify from readability and programed learning

r'!Idies those independent contextual variables to be automatically

ciTtermined by the readability analysis. Validate the independent

variable classifications.

THE MARGINAL, LEGIBILITY OF THIS PAGE IS DUE TO POOR
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2. Develop a computer program which sorts, locates, and
accumulates a count and listing of the independent variables from
the context of the programed materials.

3. Implement the readability analysis by relating the inde-
pendent variables to error rate. The readability formula is described
by an equation of the best predictors of error rate.

4. Apply the automated readability analysis to the Skinnerian
and Ruleg programs (Phase I) and to the programed unit which incor-
porates the three branch conditions (Phase III) in order to objectively
define the program structure and to distinguish similarities and
differences between programing techniques. Determine if the
assumpttons of sequencing are met.

Phase III. A fully developed readability model requires indi-
vidual adaptations which decrease the level of reading difficulty.
The objectives outlined under this phase of research activity are
as follows:

1. Derive a branch rationale f.:om the automated analysis.

2. Evaluate the branching conditions: (1) Knowledge of -
Lexical .1:omponent, (2) Comprehension of - Structural Component/Sentence,
(3) Comprehension of - Structural Component/Topical.

3. Include in the evaluation control for intelligence, sex,
time, error rate and science achievement levels (knowledge, applica-
tion, relationships).

Procedures

Phase I. Two programed science units, heat and light, were
each rewritten using the four presentations:

1. Developmental - Skinner-type
2. Developmental - Ruleg
3. Summary - textual counterpart of (1)
4. Summary - textual counterpart of (2)

The programed units were adapted to an IBM 1460 Computer System. The
developmental branches eequired the student to respond to each frame;
students assigned to the summary treatments read the same materials
written in textbook form. All students received The same subtesting
series and remedial branches on the computer, and all were engaged
in the individual performance of simple science experiments.

Fourth and fifth grade students, matched by ability and grade
level, were randomly assigned to the four treatments (n=56, heat
unit; n=48, light unit). St%dent characteristics were measured by
the Lorge-Thorndike Intelligence Test and the sex of the stv.Jent was

recorded. Each subtest item was classified as follows:
Level 1 - concept/terminology (Level 1, Bloom)
Level 2 - example and application (Levels 2 and 3, Bloom)
Level 3 - relationship (Levels 4 and 5, Bloom)
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A multiple regression technique was used t-.) evaluate the four

programing tersions.

Phase II. The procedures followed the objectives outlined above.

A flexible multi-variable--presently twenty-five--computerized
approach to determine the readability and to guide in the writing

and revision of self-instructional materials was developed and imple-

mented by the Bureau of Educational Research, University of Virginia.

Phase III. Three branching conditions were incorporated into

a programed heat unit, adapted to an IBM 1460 computer:
1. Kncwledge of - Lexical Component
2. Comprehension of - Structural Component/Sentence
3. Comprehension of - Structural Component/Topical

Forty-three fourth grade students were randomly assigned to three

treatments: (1) no branching conditions, (2) a comprehension branch,

(3) knowledge branch in combination with a comprehension branch.

A multivariate analysis was used to evaluate the three branch
conditions: where levels of achievement, error rate, timei
intelligence, sex, and experimental treatments were defined as pre-

dictor variables, and scicince achievement at three conceptual levels,

defined as the criterion.

Findings and Conclusions

The evaluation of the four program versions, (1) Developmental -
Sinner -type, (2) Developmental - Rules, (0) textual counterpart of
the Skinner-type, and (4) textual counterpart of the Ruleg presentatio,
suggested that the developmental presefittations were more effective at

the three achievement levels (knowledge, comprehension, relationships)

than the textual presentations. This finding was evidenced for all

intelligence levels.

Program quality was critical in the evaluation of the four

versions. Differences in error rate between the two units, heat
and light, were accompanied by a change in the relationship of
intelligence, error rate, sex and lower achievement levels to the

criterion, science achievement. The. error rate of the Ruleg pre-

sentation was relatively higher than that of the Skinner version.
Although the mean achievement favored the Skinnerian approach, a
comparison of the two developmental presentations must be qualified

to allow for differences in a programmer's writing style before the

superiority of any one method can be established. The application

of t!' 4 automated analysis indicated that the syntax category of

indep.indent readability van.-Ides was crucial to the success of both

the Skinner and Ruleg programs. Comparative and signal sentences
structures were more frequent in tits Ruleg presentation, and con-

tributed t- 11 .ng difficulty for this verion, while integrator

sentences that, it ) were related to error rate in the

Skinner apps.,

The automated feature and related analysis offer specific

advantages to the production of programed materials (1) either
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directly, in the writing, revision and evaluation of materials;
and (2) or through experimentation, in program definition and
evaluation of the relative influence of methods on program structure.
Applications of the automated model to the management of materials
development are presented below.

1. The automated procedures and regression analysis is adapted
to and provides an objective measure of the J:zmding difficulty of
programed materials. Thia procedures developed by the study are
applicable to a general analysis of self-instructional materials
and are specifically adapi:ed to an evaluation of upper elementary
school science. Independent variables automatically determined
by the computer p.00gram are:

Cate--ry I: Freme Characteristics. Six variables whict
measure paragryph, sentence cnd word length, vocabulary difficulty
and number of frames per sample.

Category II: Response Characteristics. Six variables which
describe the number of response frames, the nature and relevance
of the response.

Cate °Icy III: Content Presentation and Or anizatIon. Fiie
variables which measure density of mathematical and scientific
terms, overlap and repitition.

Category IV: Sentence Structure orSyntax. Seven variables
which identify three sentence types, the average number of words
and technical words per sentence type. The remaining independent
irinle identifies the science unit.

Critericn Variable. Average number of errors per sample.

2. The readability formula predicts student error rate, thereby
providing a measure of the effectiveness of the materials without
involving the expense and time in field or laboratory testing.
In an analysis of 15 pages of text taken from an upper elementary
science unit, the :,-;;Gi-zion equation related the independent
variables to the criterion variable (error rate) with a multiple
correlation coefficient (11 = .84),as high or higher than any
reported in the litc:ature :there less data and more laborious
non - automate, techniruc5 have been used.

3. The a:::oriate)(1 fen.ture makes possible (or fetlible) the
analysis of the ertire te:t at a substantially lower ,st and time
expenditure than would be required of most manually conducted
samples. An analysis of about 20,000 words was completed in seconds.

4. Revision procedures are more efficient: (a) the time lag
created by field testing and manual counts is reduced; (b) the
analysis of the entire text allows the identification of differences
among the writ:mg practices of programers, the differences among

THE MARGINAL LEGIBILITY OF THIS PAGE IS DUE TO POORORIGINAL COPY, BETTER COPY WAS NOT AVAILABLE AT THETIME OF FILMING. E.D.R.S.
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units, hierarahiee, or sequential organization; (c) the summary data
and analysis suggest revisions specific to the program context,
hence avoiding the trial and error often associated with those
program modifications. which are unrelated to student performance
or relevant contextual variables.

5. The automatic count and lifting and regression analysis
objectively defines and relates significant frame, response
content presentation, organization, and syntax variables to error
rate, thus providing a comprehensive definition of program structure,
Contextual differences between Skinnerian and Ruleg programs were
identified, and sources of learning difficulty were isolated
after the introduction of three branching conditions. The automated.
analysis makes possible the determination of Enz. a branching
condition is successful, and objectively describes similarities
and differences between programing technioues.

6. The independent variables were synthesized from an analyais
of more than 200 previous studies in readability and an analysis of
over 50 studies of programed learning. A principle components
factor analysis was completed with varimax rotation and yielded
four factors. The loadings suggest that the fourfold classification
of independent variables was appropriate.

The branching rationale, (1) Knowledge of - Lexical Component,
(2) Comprehension of - Structural Component /Sentence, (3) Compre-
hension of - Structural Component/Topical, holds promise as an
effective means to individualize the program sequence.

1. When branching conditions were classified into treatment
groups, (1) no branching condition, (2) comprehension branches,
and (3) knowledge and comprehension branches, the branching adapta-
tions significantly influenced science achievement at all achieve-
ment levels. Mean science achievement favored groups 3, 2, and 1,
respectively.

2. The branching adaptations contributed to total science
achievement beyond that account for by levels of achievement,
error rate, time, intelligence, and sex. The program met the
assumption of good sequential development. Significant and positive
relationships were observed between frame number and error rate,
between frame number and number o'f technical terms, and between
frame number and technical word overlap.

3. The application of the automated readability analysis to
the branching program indicated that the three program adaptations
decreased the level of reading difficulty.
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In summary, the automated feature and related analysis appear

to offer specific advantages for the analysis and production of
self - instructional materials in three principal ways: first,

directly in the development. of materials by managing their writing,
revision, and evaluation; second to develop and analyze diverse
programs; third,- managing instruction by means of branching
conditions which take into account variation in lear-ler

characteristics.



-67-

REFERENCES

1. Anderson, Richard C., et al, University of Illinois, paper
presented at American Educational Research Association 1967
Annual Meeting held in February in New York City.

2. Ausubel, David P., Meaningful Reception Learning and the
Acquisition of Concepts. Analysis of Concept Learning,
Klausmeier and Harris (eds.), Academic Press, New York, 1966.

3. Bloom, Benjamin S., ed., Taxonomy of Educational Objectives,
Handbook I: Cognitive Domain, Longmans, Green and Co.,
New York, 1956.

4. Bormuth, John R., Readability: A New Approach, Reading Research
Quarterly, Spring, 1966.

5. Bottenberg, Robert A., and Joseph H. Ward, Jr., Applied
Multiple Linear Regression, Technical Documentary Report
PRL-TDR-63-6 (March, 1963).

6.. Boykin, Wilfred A., The Effects of Achievement, Feedback
and Review on Retention and Transfer of Fourth-Grade Science
Materials Presented by Computer-Assisted Instruction. Un-
published Doctor's Dissertation, School of Education, Univer-
sity of Virginia, 1968.

7. Briggs, Leslie J., and David Angell, "Programmed Instruction
in Science and Mathmatics," Review of Educational Research,
34: 354-73.

8. Bryan, G. L., and D. J. Schuster,"An Experimental Comparison
of Trouble-Shooting Training Techniques," Technical Report 30,
Officl of Southern California, Los Angeles, December, 1959.

9. Buchirigham, B. R., and E. W. Dolch, A Combined Word List,
Boston: Ginn and Company, 1963.

10. Bur ester, Mary A. and Chester A. Lawson, "A Comparison of
the Effectiveness of Programmed lu-rning with Respect to
Students of Different Learning Abilities,' New Media in
Higher Education, ed. by James W. Brown and James W. Thornton,
Jr.; Washington, D.C., Assoc. for Higher Education and the
Division of Audiovisual Instructional Service, National
Education Association, 1963.

11. Chall, Jeanne S., "This Business of Readability: Educational
Research Bulletin 26: 1-3, January, 1947.

12. Cogswell, J. F. and J. E. Coulson, Effects of Individualized
Instruction on Testing, Technical Report SP-1829, Santa
Monica, Systems Development Corporation, 1965.



-68--

13. Coulson, J. E. and H. F. Silberman,"Efforts of Three Variables
in a Teaching Machine," Journal of Educational PAychology,
51: 1960.

14. Crowder, Norman A. "Automated Tutoring by Intrinsic Program-
ing," Teaching Machines and Pro amed Learni .. A. A. Lums-
daine and Robert Glaser, eds..Washington: National Education
Association, 1960.

15. Crowder, Norman A., "On the Differences Between Linear and
Instinsic Programing," Phi Delta Kappan, March, 1963.

16. Curtis, Francis D. Investigations of Vocabulary in Textbooks
for Secondary Schools. Boston: Ginn and Company, 1938,
127 pp.

17. Davis, Robert H., Marzocco, Frank N., and M. Ray Denry,
Interaction of Individual Differences with Methods of Pre-
senting Program Instructional Materials. Michigan State
University, East Lansing, ;967.

18. Dennis, John. A Discourse Analysis. Monograph prepared for
the Appalachian Regional Laboratory, San Francisco State
College, 1967.

19. Dutton, Sherman S. An Experimental Study in the Programming
of Science Instruction for the Fourth Grade. Unpublished
Doctoral Dissertation, School of Education, University of
Virginia, 1962.

20. Evans, J., Homme, L.E., and R. Glaser. The Ruleg(Rule-
Example) System for the Construction of earning rrograms.
A report prepared under the Cooperative Research Program
of the United States Office of Education at the Department
of Psychology, University of Pittmiburgh, 1960.

21. Feldman, Margaret E., 'Learning by Programmed and Text Format
at Three Levels of Difficulty," Journal of Educational
Psychology 56: 133-39, June, 19o5.

22. Flesch, Rudolf J., "A New Readability Yardstick," Journal of
Applied Psychology, Vol. 32, Number 3: 221-33. June, 1948.

23. Gagne, Robert M., "The Acquisition of Knowledge," Psychological
Review, 69: 41, 1962.

24. Gagne, Robert M., "Curriculum Research and Use Promotion of
Learning ,3 Perspectives of Curriculum Evaluation, American
Educational Research Association Monograph Series on Curriculum
Evaluation, Rand McNally and Co., Chicago, 1967.



-69-

25. Gagne, Robert M., The Learning of Principles, Analysis of
Concept Learning, Herbert J. Klausmeier and Chestei-K-R&ris,
eds. Academic Press, New York, 1966.

26. Gagne, Robert M., and O. C. Bassler, "Study of Retention of
Some Topics of Elementary Nonmetric Geometry," Journal of
Educational Psychology, 54, 1963.

Gagne, Robert M., and Noel E. Paradise, "Abilities and
Learning Sets in Knowledge Acquisition," Psychological
Monographs, Vol. 75, No. 14, 1961.

28. Gavurin, E. I., and Virginia M. Donahue, "Item Scrambling
in a Self-Instructional Program," Journal of Educational
Psychology, Vol. 57, June, 1963.

29. Gilman, David A., and Clara Gargula, Remedial and Review
Branching in Computer-Assisted Instruction, Experimentation
with Computer-Assisted Instruction in Technical Education,
Computer Assisted instruction Laboratory, Pennsylvania State
University, University Park, Pa., Semi-Annual Progress Report,
No. R-6, June 30, 1967.

30. Glaser, Robert, Some Research Problems in Automated
Instruction: Instructional Programming and Subject-Matter
Structure, Programmed Learning and Computer Based Instruction,
John E. Coulson, ed. John Wiley and Sons, Inc., New TorA,
1962, p. 84.

31. Glaser, Robert, et.al., Studies in the Use of Programed
Instruction in the Classroom. Learning and R & D Center,
University of Pittsburgh, 1966.

32. Grant, Michael R., "An Instructional Systems Approach to
Course Development," AV Communication Review 15: 92-101.

33. Gray, William S. and Bernice E. Leary, What Makes a Book
Readable. Chicago, University of Chicago Press, 195,
3587557-

34. Herrington, F. P. and J. Bryce Lockwood, "Research on
Problems in Reading Science, School Science and Mathematics,
59: 551-6, October, 1959.

35. Hedges, William D. and Mary Ann MacDougall, "An Investiga-
tion of the Status of Science Education in Selected Public
Elementary Schools of Virginia." Division of Educational
Research, University of Virginia, 1962.

36. Hedges, William D. and Mary Ann MacDougall, "The Field
Testing of a One-Year Course of Study Using Programmed
Science Materials at the Fourth-Grade Level." Bureau of
Educational Research, University of Virginia, January,
1964.



-70-

37. Hedges, William D. and Mary Ann MacDougalll "A Comparison
of Three Methods of Teaching Elementary School Science,"
Cooperative Research Project No. 1972, University of Virginia,
1965.

38. Jacobson, Milton D., "Reading Difficulty of Physics and
Chemistry Textbooks in Use in Minnesota," Unpublished
Ph.D. dissertation, Graduate Faculty, University of Minnesota,
1961.

39. Jacobson, Milton D., and Robert A. Shaw, "A Computerized
Determination of the Readability of Programmed Materials
Using Complete Units," paper presented at AnnUal American
Educational Research Association Meeting, Chicago, Illinois,
February, 1968.

40. Jacobson, Milton D., and Mary Ann MacDougall, "Automated
Analysis of Computer-Based Instructional Systems, Proceedings
of the 6th Annual National Colloquium for Information
Retrieval, October, 1969.

41. Jacobson, Milton D., and Mary Ann MacDougall, "Computerized
Model of Program Structure and reaming Difficulty," Pro-
ceedings of the American Psychological Association, Part 2,
675-676, 1969.

42. Johnson, George R., "An Objective Method of Determining
Reading Difficulty," Journal of Educational Research 21:
233 -7, April, 1930.

43. Kaiser, H. F., "The Varimax Criterion far Analytic Rotation
in Factor Analysis," Psychometrika 23: 187-200, 1958.

44. Klare, G. R., The Measurement of Readability.. Ames, Iowa:
Iowa State University Press, 1563.

45. Levine, Gerald R. and Bruce L. Baker, "Item Scrambling in
a Self-Instructional Program," Journal of Educational
Psychoiosy, Vol. 57, June, 1963.

46. Lorge, Irving R., "Predicting Readability," Teacher's
College Record, 45: 404-419, March, 1944.

47. Lumsdaine, A. A. and Robert Glaser, eds. Teaching Machines
and Programed Learning: A Source Book. Washington, D. C.
Department of Audiovisual Instruction, NEA. 1960.

48. Lumsdaine, A. A., "Some Theoretical
in Programmed Instruction," in Pro
Based Instruction, John E. Coulson,
511iTTEKTNiiYork, 1961.

and Practical Problems
and Computer-

ed., John Wiley and



-71-

49. Lumsdaine, A. A., Chapter VII, in Theories of Learning and
Instruction, Ernest A. Hilgard, The Sixty-Third Yearbook
of the National Societyfor the study of Education. The
University of Chicago Press, 1964.

50. Major, Alexander G., Readability of Crllege General Biology
Textbooks and the Probable Effects of Readability Elements
on Comprehension. Unpublished Ph.D. Thesis. Syracuse
University, 1955.

51. Mallinson, G. G., "Readability of High School Science Texts,"
Science Tear...her, 18: 253-6, November, 1951.

52. Marshall, James S. The Relationship Between Readability and
Comprehension of High School Physics Textbooks. Unpublished
Ph.D. Thesis, Syracuse University, 1956.

53. MacDougall, Mary Ann, "Methods of Presenting Programed
Science Materials to Fourth Grade Pupils of Varying Ability,"
Cooperative Research Project No. 61310, with the University
of Virginia, February, 1965.

54. MacDougall, Mary Ann, "The Teaching of Upper Elementary School
Science Using Programed Materials Coupled with Student Per-
formed Experiments," CRP No. 6-1319, University of Virginia,
1965.

55. Melaragno, Ralph J., "Wo Methods for Adapting Self-Instructional
Materials to Individual Differences," Journal of Educational
Psychology, Vol. 58, No. 6, 327 -331, 199677

56. Melton, Arthur W. ed., Categories of Human Learning. Academic
Press, New York, 1964.

57. .t-arrill, David M., and Lawrence M. Stolurow, Hierarchical
Preview versus Problem Oriented Review in Learning an
Imaginary Science, American Educational Research Journal,
Vol. 4, No. 4, Noveibeie, 1966.

58. Miller, Herbert R., "Sequencing and Prior Information in
Linear Programmed Instruction," AV Communication Review,
Vol. 17, No. 1, Fp...63-76, Spring, 1969.

59. Moody, John C., The Effects of Linear and Modified Linear
Programed Materials on the Achievement of Slow Learners in
Tenth Grade BSCS Spe^ial Materials. Unpublished Doctor's
Dissertation, School of Education, University of Virginia,
1967.

60. Newton, John M., and Albert E. Hickey, "Sequence Effects in
Programmed Learning of a Verbal Concept," Journal of Edu-
cational Psychology, Vol. 56, No. 3, pp. 1W147, 1965.



-72-

61. Payne, David A., David R. Krathwohl, and John Gordon. "The
Effects of Sequence on Programmed Instruction," American
Educational Research Journal, Vol. 4, March, 19677--

62. Powers, S. R. "A Vocabulary of High School Science Tests,"
Teacher's College Record 26: 368-92, January, 1925.

63. Pressey, Louella C., "The Determination of Technical
Vocabulary of School Subjects," School and Society 20: 91-6,
July, 1924.

64. Pressey, Sidne, L., "A Simple Apparatus Which Gives Tests
and Scores - rind Teachers," School and Society, XXIII,
March 20, 1926.

65. Pressey, Sidney L., "Autoinstruction: Perspectives, Problems,
Potentials,' Theories of Learning and Instruction, Ernest A.
Hilgard, ec'.. The Sixty-Third Yearbook of the National Society
for the Study of Education. The University of Chicago Press,
1964.

66. Pre:20u,-, q- L., "A Puncture of the Huge 'Programming'
Boom?" The Research on Programmed Instruction. USOE
34034, Derartment of Health, Education, and Welfare, 1964.

67. Programs '63 edited for the U.S. Office of Education by
the Cevcer, for Programed Instruction, Inc., Washington,
D.C.: U.S. Government Printing Office, 1963.

68. SaPctier, Paul. A History of Instructional Technology.
McGraw-Hill, Inc., New York, 1968.

C:hrtT71, Wilbur. The Research on Programed Instruction.
Publtdhed by the U.S. Office of Education, Washington, D.C.:
u.n. Government Printing Office, 1964.

Sols.n, Michael, "The Methodology of Evaluation," Perspectives
f Curriculum Evaluation, American Educational Research

Assoc at on, monograph Series on Curriculum Evaluation, Rand
McNally and Co., Chicago, 1967.

71. Shaw, Robert A., Reading Difficulty in Fourth Grade Science,
Unpublished Doctor's Dissertation, School of Education,
University of Virginia, 1967.

72. Silberman, Harry F., 'Characteristics of Some Recent Studies
of Instructional Methods," Programed Learning and Conputer-
Based Instruction, John E. Coulson, ec. John Wiley and
Sons, Inc., New York, 1962, p. 14.



73. Silberman, Harry F., et. al., °De,"opment and Evaluation of
Self-Instructional Materials for Underachieving and Over-
Achieving Students," TM-726, System Development Corporation,
Santa Monica, California, July, 1962.

74. Silberman, H., and J. Coulson (and R. Melaragno and G. Newmark),

Use of Explorator Research and Individual Tutori TechniTtes
for the '-ve oolient o ro rammin ethods and eor

200 00, ystem Development Corporation, anta Monica,
California, 1964.

75. Skinner, B. F., "The Science of Learning and the Art of
Teaching," Harvard Educational Review, XXIV, Spring, 1954.

76. Skinner, B. F., "Teaching Machines," Science, 128, 1958.

77. Smith, Kenneth J. and James W. Heddens, "The Readability of
Experimental Mathematics Material," The Arithmetic Teacher,
XI, No. 6, October, 1964.

78. Supper, Patrick, "Modern Learning Theory and the Elementary
School Curriculum," American Educational Research Journal
1: 79-93, March, 19647-

79. Thorndike, Edward L., and Irving R. Lorge. The Teacher's
Word Book of 30,000 Words, New York: Teacher's College of
ailina University, 1944. 274 pp.

80. Vogel, Mabel and Carleton Washburne, "An Objective Method
of Determining the Grade Placement of Children's Reading

Materials," Elementary School Journal, 28: 373-81.

81. Warriner, David A., An Investigation of the Effect of Certain
Psychoisemantic Factors on the Level of Reading Comprehension
Difficulty in High School Chemistry and Physics. Unpublished
Ph.D. Thesis, Cornell University, 1951.

82. Yoakam, Gerald A. Basal Reading Instruction, New York:
McGraw-Hill Book Company, Inc., 1955, pp. 329-40.

83. Reading Research Quarterly, Vol. IV, No. 2, Winter, 1969.



BIBLIOGRAPHY

L. Anderson, Richard C., Gaut, Gerald W. and Marianne C. Roderick,
"Overprompting' in Programmed Instruction," Journfl. of Edu-
cational Psxchologi, 1968, Vol. 59, No. 2, 88:317--

2. Angell, D., and A. A. Lumsdaine, "Prompted Plus Unprompted
Trials Versus. Prompted Trials Alone in Paired-Associate
Learning," National Education Association, Washington, 1960,
pp. 401-415.

3. Ausubel, David P., "The Use of Advance Organizers in the
Learning and Retenticn of Meaningful Verbal Material," Journal
of Educational Psychology 51: 267-72, October, 1960.

4. Ausubel, David P., "A Cognitive- Structure Theory of School
Learning," Instruction: Some Conte orar Vie oints,
Laurence Seigel, ed. San Francisco: handler Publ Ching
Co., Chap. 8, pp. 207-57, 1967.

5. Briggs, Leslie J., et. al., Instructional Media: A Procedure
for the Design of Multi.medirrEFEROERFTITIREITEMEREN
of Research and Sug estions for Furt!,:, Research. Monograph
No. 2, Pittsburgh, Pa., American Institutes for Research, 176

pp., 1;57.

6. Brown, Walter R., "Science Textbook Selection and the
Dale-Chall Formula," School Science and Mathematics, LXV,

No, 2, February, 1965.

7. Campeau, Peggie L. LevelofAruc.i.et'c%esf.tnceorAbsezanIce
of Feedback in Pro rTtltGS:0fficeEanmizedlstrucorditcation,
EA litie ro ec No. Palo Alto, California, American

Institutes for Research, February, 1965.

8. Cogswell, John F., et. al., "Analysis of Instructional Systems.
Report of a Project, New Solutions to Implementing Instructional
Media Through Analysis and Stimulation of School Organization -
Final Report," Abstract No. ED 010 577, Research in Education
6: 23; June, 1967.

9. Cook, J. O. and M. E. Spitzer, "Supplementary Report: Prompting
Versus Confirmation in Paired-associate Learning,' Journal of
Experimental Psychology,, 59: 275 -576, 1960.

10. Coulson, J. E. and J. F. Silberman, "Automated Teaching and
Individual Differences," Audio Visual Communication Review,
9(1): 5-15, January-February, 1961.



-75-

11. Coulson, J. E. and J. F. Silberman, Results of Initial
Experiment in Automated Teaching, SylifiiDifROWERU6rp.,
Santa Konica, July, 1959; in A. A. Lumsdaine and
Robert Glaser,(eds.), Teaching Machines and Programmed
Learning, Department of Audio Visual Instruction, National
Educational Association, Washington, 1960, pp. 452-468.

12. Crist, Robert L., "Use of a Programed Multiplication Text
Under Group-Paced and Individual-Paced Conditions," Audio-
Visual Communications Review, Vol. 14, No. 4, pp. 507-511,
Winter, 19 .

13. Crist, Robert L., "Overt Versus Covert Responding and Retention
by Sixth-grade Students," Journal of Ed. Psych., Vol. 57, No.
2, 99 -l(1, 1966.

14. Dale, Edgar and Jeanne S. Chall, "A Formula for Predicting
Readability and Instructions," Educational Research Bulletin,
27, January and February, 1948.

15. Dolch, E. W., "Vocabulary Burden," journal of Educational
Research, 17: 170-83, March, 1928.

16. Doty, Barbara A. and Larry A. Doty
Effectiveness in Relation to Cert
Journal of Educational Psychology

2 "Programmed Instructional
ain Student Characteristics,"
, 55: 334-38; December, 1964.

17. Dwyer, Francis M. Jr., "An Experimental Evaluation of Visual
Illustrations Used to Complement Programmed Instruction,"
September, 1967.

18. Evans, J. L., "An Investigation of 'Teaching Machine' Variables
Using Learning Programs in Symbolic Logic," Unpublished
doctorate dissertation, University of Pittsburgh, 1960.

19. Evans, James L., et. al., "An Investigation of Teaching
Machine Variables Using Learning Programs in Symbolic Logic,"
Journal of Educational Research 55: 407-52: June, 1963.

20. Feldman, Margaret E., "Learning by Prograumed and Text Format
at Three Levels of Difficulty," Journal of Ed. Psych., Vol.
56, No. 3, 133-139.

21. Fellows, James
Communications
165, Office of
Washington, D.

A., and John P. Witherspoon, "Educational
System, Phases I and II," Abstract No. ED 003
Education Research Reports 1956-65, ResuAes.
C. Government Printing Office, p. 123, 1.

22. Pike, Alfred T., "Some Treatment and Population Variables in
Programmed Instruction," Journal of Educ. Psych. 55: 152-58,

June, 1964.



.76-.

23. Fry, Edward B., "Teaching Machines: An Investigation of
Constructed ver-us Multiple-choice Response Modes,' Unpub-
lished doctoral dissertation, University of Southern California,

Los Angeles, 1960.

Gallegas, Arnold M., "A Study and Comparison of Experimenter
Facing and Student Pacing of Programmed Instruction, Journal

of Ed. Research, Vol. 61, No. 8, pp. 339-342, April, 1907--

25. Gavurin, E. I., and Virginia M. Donahue, "Logical Sequence
and Random Sequence," Automated Teaching Bulletin, Vol. I,

1961.

26. Gerlach, Vernon S., Describing Educational Outcomes, Inglewood,
Calif.; Southwest Regional Laboratory for Educ. Research and

Development, 1967.

27. Gilman, David Alan, "Feedback, Prompting, and Overt Correction
Procedures in Nonbranching CAI Programs," Journal of Ed.

Research, Vol. 60, No. 9, pp. 423-426, Juni7N577-----

28. Glaser, Robert: ed., Teaching. Machines and Programmed Learning,

II: Data and Directions. Washington, D.C.: Nat'l. Education
1-77,TherA.417rIradoisso-visual Instruction, 1965.

29. Glaser, Robert, "Psychological Bases for Instructional Design,"
AV Communication Review 14: 433-49, Winter, 1966.

30. Goldbeck, Robert A., The Effect of Response Mode and Learning
Material Difficulty on Automated Instruction," American
Institute for Research, Technical Report No. 1, 1960.

31. Goldbeck, Robert A., and Vincent N. Campbell, "The Effects
of Response Mode and Response Difficulty on Programed Learn-
ing," Journal of Educational Psychology 53: June, 1962.

32. Greatsinger, Calvin, "An Experimental Study of Programmed
Instruction in Division of Fractions," AV Communication
Review, Vol. 16, 1, Spring, 1968.

33. Hershberger, Jayne, "Self-Evaluation Responding and Typographical
Cueing: Techniques for Programming Self-Instructional Reading
Materials," Journal of Educ. Psych 55: 288-96, October, 1964.

34. Hershberger, Wayne A., and Donald F. Terry, "Delay of Self -

Testing in Three Types of Program Text," Journal of Ed. Psych.,
1965, Vol. 56, No. 1, 22-30.

35. Holland, J. G., "Design and Use of a Teaching Machine Program,"
paper read as part of sumposium on Automated Teaching Methods
in Undergraduate Instruction and Educational Research, American
Psychological Corvention, Chicago, 1960.



-77-

Hoeme, L. E., an3 R. Glaser, "Relationships
Programmed Textbook and Teaching Machines,"
(ed.), Automated Teachi The State of the
and Sons, Inc., New ork, 1 59.

Jerrolds, Bobby Wallace, "The ATects of Advance Organizers in
Reading for the Retention of Specific Facts," Ph.D. dissertation,
University of Wisconsin, 1967.

47 T., R. S., "Integration of Instructional with Self-Scoring
Pit.c.mAring Procedures," Abstracts of Doctoral Dissertations,
The Ohio State University Press, Columbus, Ohio, 65: 157-165,
1954.

Between the
E. H. Galanter
Art, John Wiley

Karla, Charles, James E. Gilbert and Alvis Kent, The Inter-
action Between Response Mode and Response Difficulty in
Programmed Instruction," Paper read at American Educational
Research Association Meeting, 1968.

Llaus, ravid J., "The Investigation of Step Size and Error
Rate in Programmed Instruction," Port Washington, New York:
U. S. Naval Training Device Center, Technical Report: NAVTRA-
DEVCEN 208-I, 1964.

Klausmeier, Herbert J., and Chester W. Harris, eds., Analysis
of Concept Learning, New York: Academic Press, 1966.

Knight, Howard R., and Julius M. Sassenrath, "Relation of
Achievement Motivation and Test Anxiety to Performance in
Programmed Instruction," Journal of Educ. Psych. 57: 14-17,
February, 1966.

Kress, Gerard C.i Jr. and George L. Gropper, "A Comparison
of Two Strategies for Individualizing Fixed-Paced Programmed
Instruction," Amer. Educ. Research Journal, Vol. 3, No. 4,

pp. 273-280, Kiwis- 07m.

Krumboltz, John D., "The Nature and Importance of the Required
Response in Programed Instruction," American Educational
Research Journal, Vol. 1, November, 196.47

Krumboltz, John D., and Ronald G. Weisman, "The Effect.of
Overt Versus Covert Responding to Programed Instruction on
Immediate and Delayed Retention," Journal of Educational
Psycholoy, 53: April, 1962.

Krunboltz, 4zhn D., and William W. Yabroff, "The Comparative
Effects of Inductive and Deductive Sequences in Programmed
Instruction," American Educational Research Journal, Vol. 22
No. 4, pp. 223



-78-

47. Kyte, George C., "Experimentation in the Development of a
Book to Meet Educational Needs," Educational Administration
and Supervision 14: 86-100, February, 1028.

48. Lively, Bertha A., and S. L. Pressey, "A Method for Measuring
the 'Vocabulary Burden' of Textbooks," Educational Administration
and Supervision, 9: 389-98.

49. Mager, Robert F., Preparing Instructional Objectives, Fearon
Publishers, Palo Alto, California, 1962.

50. McCluskey, Howard Y., "A Quantitative Analysis of the
Difficulty of Reading Materials," Journal of Educational
Research 28: 276-82, December, 1034.

51. McLaughlin, G. Harry, "SMOG Grading - A New Readability
Formula," Journal of Reading, Vol. 12, No. 8, pp. 639-645,
May,

52. Melching, William H., Harold E. Christensen, and Albert L.
Kubala, Evaluation of an Auto-Instructional Program on the
First Week of a Basic Electronics Course. Research Memorandum.
Fort Bliss, Texas: U.S. Army Air Defense, Human Research
Unit, March, 1964.

53. Meredith, Patrick, "Toward a Taxonomy of Educational Media,"
AV Communication Review 13: 374-84, Winter, 1965.

54. Moore, J. William, "Motivational Variables in Programmed
Learning, the Role of Need Achievement as a Function of
Program Difficulty." Bucknell University, Lewisburg, P.A.,
1965.

55. National Society for the Study of Education. "Reading in
the High School and College." The Forty-seventh Yearbook
of the National Societ for the Stud' of Education, Part II.

56. Oxhandler, Eugene K., "Afterthoughts on a Systems Conference,"
Audiovisual Instruction 10: 395-97; May, 1965.

57. Pressey, Signey L., "Re-Program Programming?", Psychology
in the Schools 4: 234-39, July, 1967.

58. Reynolds, J. H., and R. Glaser, "Effects of Repetition and
Spaced Review Upon Retention of a Complex Learning Task,"
Journal of Educational Psychology 55: 297-308, October,
1964.

59. Ripple, Richard E., et. al., "Learner Characteristics and
Instructional Mode - the Relationship of Anxiety, Compul-
sivity, Creativity and Exhibitionism to Success in Learning
from Programmed and Conventional Instruction." Cornell Univ.,
Ithaca, N. Y., July, 1967.



60.

61.

-79-

Roe, A., Automated Teaching Methods Using Linear Programs,
Report 60-105 Department of Engineering, University of Calif.,
Los Angeles, 1960.

Scanlon, James A., and Frederick Tom, "The Relative Effect-
iveness of Supplementing Programmed Instruction with Blocked
Versus Spaced Review," Cornell Univ., Ithaca, N. Y., May,
1967.

62. Schurdak, John J., "An Approach to the Use of Computers in
the Instructional Process and an Evaluation," American
Educational Research Journal: 4, pp. 59-73, January, 1967.

63. Silberman, Harry F., end Lfl:nor F. Carter, "The Systems
Approach, Technology and the School," Automated Education
Handbook I. General, Edith Harwith Goodman, :d. Detroit,
Automated Education Center, pp. IC 26-40, 1965.

64. Shay, Carlton B., "Relationship of Intelligence to Size of
Step on a Teaching Machine Program," Journal of Educational
Psychology, 52: 2: 91-103.

65. Smith, Karl U., and Margaret F. Smith, C bernetic Princi les
ofLeartan Educational New ork: Ho t, nehartdELf2icatior
and Winston, 19 6.

66. Smith, Martin E. and Warren F. Seibert, "Prediction of Effects
with 21lected Characteristics of Linear Programmed Instruction,"
Purdue Univ., Lafayette, Ind., December, 1966.

67. Smitt R. G., The Design of Instructional Systems, Technical
Report No. 66-18, Alexandria, Va., Human Resources Research
Office, George Washington Univ., November, 1966.

68. Spache, George, "A New Readability Formula for Primary Grade
Reading Materials," Elementary School Journal 53: 410-13,
March, 1953.

69. Suppes, Patrick and Guy Groen, "Some Counting Models for
First Grade Performance Data on Simple Addition Facts," Research
in Mathematics Education, Joseph M. Scandura, (ed.), Washington,
D.C., Nat'l. Council of Teachers of Mathmatics, pp. 35-43,

1967.

70. Travers, Robert M., ed., Research and Theory Related to
Audiovisual Information Transmission, U.S. Office of Education,
Interim Report, Contract No. 3-20-003, Salt Lake City: Bureau
of Educ. Research, University of Utah, July, 1964.

71. Thorndike, Edward L., The T'eacher's Word Book, New York:
Teacher's College of Columbia University, 134 pp., 1921.



.8o-

72. Tyler, Ralph, "Some Findings from Studies in the Field of
College Biology," Science Education, 19: 1934.

73. Williams, Joanna P., "Comparison of Several Response Modes
in a Review Program," Journal of Educational Psychology,
54: June, 1962.

74. Williams, Joanna P., "Comparison of Several Response Modes
in a Review Program," Journal of Educational Psychology, 54:
253-60, October, 1963.

75. Williams Joanna P., and Ellen P. Levy, "Retention of
Introductory and Review Programs as a Function of Response
Modes," Journal of Educational Research, Vol. I, November,
1964.

76. Williams, Joanna P., "Effectiveness of Constructed-Response
and Multiple-choice Programming Modes as a Function of Test
Node," Journal of Educational Psychology, Vol. 56, No. 3,
pp. 111-11f, 1965.

77. Williams, Joanna P., "Combining Response Modes in Programmed
Instruction," Journal of Educational Ps chfao 1 Vol. 57,
No. 4, pp. 215- 2

78. Witherspoon, John P., "The Educational Communications System,"
Audiovisual Instruction 11: 10-12, January, 1966.

79. Woodruff, Arnold Bond, Charles Faltz and Diane Wagner,
"Effects of Learner Characteristics on Programmed Learning
Performance," Psychology in the Schools 3: 72-77, January,
1966.



APPENDIVA

Key to Variables Analyzedaby Multivariate Analysed

in the Evaluation of the Four Programing Versions



-82-

isa to Variables Analyzed ty Multivariate Analysis

Variable Number Variable

1 Total Score

2 Level 1 Score

3 Level 2 Score

4 Level 3 Score

5 Skinnerian Program

6 Ruleg

7 Read Skinnerian

8 Read Ruleg

9 Heat Unit

10 Light Unit

11 IQ

12 Male

13 Female

14 Error Rate

15 Unit Vector
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TABLE V

Analysis of the Effects of Achievement Levels Attributed
to Science Unit Differences - Developmental Versions

TABLE VI

Analysis of the Effects on Achievement Levels Attributed
to Science Unit and Error Rate Differences-Skinnerian Program

TABLE VII

Analysis of the Effects on Achievement Levels Attributed
to Science Unit and Error Rate Differences-Ruleg Program

TABLE VIII

Analysis of the Effects on Achievement Levels Attributed
to Science Unit and Error Rate Differences - Read Skinnerian

and Ruleg Versions
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APPENDIX C

TABLE IX

The Relationship among the 4 rograms,

Intelligence, Sex, and Achievement
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APPENDIX

TABLE X

Analysis of the Effects on Achievement Levels
Attributed to Intelligusce and Sex

(Error Rate Controlled) -
Skinnerian and Ruleg Programs

TABLE XI

Analysis of the Effects on Achievement Levels
Attributed to Intelligence and Sex

(Error Rate Controlled) -
Read Skinnertan and Read Ruleg Versions
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APPENDIX E

TABLE XII

Relationship between Skinner and Ruleg, Learner Characteristics,
Unit Differences, Error Rate, and Achievement Levels
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APPENDIX F

TABLE XIII

Relationship of Program, Learner Characteristics,
Error Rate to Levels of Science Achievement-LIGHT Unit

TABLE XIV

Relationship of Program, Learner Characteristics,
Error Rate to Levels of Science Achievement-HEAT Unit
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APPENDIX G

TABLE XV

The Relationship of Levels 1 and 2 on Achievement Level 3
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APPENDIX H

TABLE XVI

Adtomated Text Tallies - Skinnerian Program

TABLE XVII

Automated Text Tallies - Ruleg Program
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TABLE XVI

Automated Text Tallies-- Skinnerian Program

1.00 Paragraphs per frame
1.58 Sentences per paragraph

11.23 Words per sentence
4.35 Letters per word
23.39 Percent words not in Suds dictionary (measure of general

vocabulary difficulty)
288 Frames in the sample

9816 Percent
53. 7 Percent
0.69 Percent
2.78 Percent
39.30 Percent
93.40 Percent

response frames
frames with "related" terminology*
frames with word(s) identical to resp. alternative:
frames with "Boolean" resp. alternative (yes /no,true /false)
response frames, response not last
frames with word/phrase response alternative(s)

16.78 Percent "related" terms
4.27 Letters per "related" term
97.57 Percent frames with multiple occurrences of "related" terms

240 Cases of framewise overlap
111 Cases of consecutive overlap series

30.55 Percent integrator sentences
32.09 Percent signal sentences
5.93 Percent comparator sentences

13.12 Words per integrator sentence
13.62 Words per signal/comparator sentence
1.60 "Related" words per integrator sentence
1.81 "Related" words per signal comparator sentence

*"Related" terminology refers to the scientific and mathematical
terms abstracted from behavioral objectives.
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TABLE XVII

Automated Text Tallies - Ruleg Program

1.00 Paragraphs per frame
1.73 Sentences per paragraph

12.11 Words per sentence
4.36 Lettert perword
23.99 Percent words not in Suds dictionary (measure of general

vocabulary difficulty)

155 Frames in the sample

98.06 Percent
43.23 Percent
2.58 Percent
1.94 Percent

45.39 Percent
89.68 Percent

response frames
frames with "related" terminology*
frames with word(s) identical to resp. alternative
frames withtoolean"resp. alternative (yes/no, true/false)
response frames, response not last
frames with word/phrase response alternative(s)

17.72 Percent "related" terms
4.07 Letters per "related" term
97.42 Percent frames with multiple occurrences of "related" terms

172 Cases of framewise overlap
83 Cases of consecutive overlap series

29.10 Percent integrator sentences
40.67 Percent signal sentences
10.07 Percent comparator sentences
12.77 Words per integrator sentence
13.72 Words per signal/comparator sentence
2.06 "Related" words per integrator sentence
2.24 "Belated" words per signal/comparator sentence

*"related" terminology refers to the mathematical and scientific
terms abstracted from behavioral objectives.
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APPENDIX I

TABLE XVIII

Standard Weights Assigned to the 25

Readability Variables - Skinnerian and Ruleg Programs
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TABLE XVIII

Standard Weights Assigned to the 25 Readability Variables* -
Skinnerian and Ruleg Programs

Skinnerian Program Ruleg Program

Variable Standard Variable Standard
Number Weight Number Weight

1 0.18277245 1 -0.00579841
2 0.00000000 2 0.00000000

0.28545191 3 -0.16716149
0.23134649 4 -0.14968433

5 0.00000000 5 0.30950178
6 0.09758769 6 -0.63336497
7 0.04291700 7 0.37176365
8 0 10529069 8 0.00000000
9 -0.18017315 9 -0.01912271
10 0.08233432 10 0 02047304
11 0.01367922 11 0.17193178
12 0.06602573 12 -0.26959749

0.02303355 13 0.09922112
N 0.07785489
15 0.12903041
16 0.01356095
17 -0.13337785
18 0.1 19866
19 o 090694
20 -0.06482657
21 0.29207201
22 0.01850725
23 -0.02010439
2%' 0.02835074
25 -C.23622038

RSQ = 0.2763

14 -0.30187925
15 -0.25758785
16 -0.11935410
17 -0.06060466
18 0.15160406
19 -0.23824761
20 0.05828184
21 0.01445657
22 -0.28683381
23 0.03453030
24 0.74415952
25 -0.1442081.

RSQ = 0.449

*See Section II, Chapter III for variable identification.



APPENDIX J

TABLE XIX

Analysis of the Effects on Achievement Levels
Attributed to Branch Adaptations
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APPENDIX K

TABLE XX

Standardized Weights Associated with the Readability

Analysis of the -Programed Mate0.als, Branching Version

1



--110 -

TABLE XX

Standard Weights associated with the Readability Analysis of the
Programed Materials, Branching Version

Variable

Frame number
Paragraphs per frame
Sentences per paragraph
Words per sentence
Letters per word
Vocabulary difficulty
Frames per page
Per cent of response frames
Per cent of frames with technical terms
among response alternatives

Per cent of frames with word in frame identical
to .response alternative

Per cent of frames with yes-no ar true-false
response alternative

Frames in which response is placed within sentence
Per..cent of frames with 3 words or less as

response alternative
Average number of technical words
Letters per technical word
Per cent of frames in which the same technical

term appears more than once
Average no. of frames in which the same technical

word appears consecutively
Average no. of consecutive instances of technical

word overlap
Integrator sentences: this, that, it
Signal sentences: because, but, although, as,

since, when, then, next, etc.
Comparative7sefttences: than
Words per integrator sentence
Words per signal and comparative sentences
Technical words per integrator sentence
Technical words per signal and comparative

sentences

Standard Weight

0.6727
0.0000

-0.3411
0.3615
0.0546

-0.0428
0,4772

-0.1863

0.0825

0.2939

0.0138
-0.0872

0.0927
0.1502
0.1606

-0.0293

0.1631

-0.2458
-0.0531

0.0495
0.1146
0.1080
0.2923

- 0.1703

-0.3482
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APPENDIX L

COMPUTER PROGRAM QUICKLY
PROTOTYPE

Character Set

The acceptable characters in a "book" are all the 63 characters
permissible in Burroughs Extended Algol. This language defines
as ALPHA characters all characters which are either the digits zero
through nine (0,1,2, ,9), or letters of the alphabet
(A,B,C,...Z). All the characters which are non-ALPHA are SPECIAL
characters.

Of the SPECIAL characters, seven were given defined meanings

for Quickly. These are reserved-as controls and are:
. (period), - (hyphen), = (equal sign), / (slash), > (greater than
sign), * (asterisk), § (blank).

ALL SPECIAL characters which are not.one of the seven controls are
treated as if they were the character blank.

Words
A word, to QUICKLY, is a set of characters in a particular order.

Words are delimited by blanks or central characters.

sentences
-----Natences usually consist of no words followed by a period,

or any number of words followed by a period. Sentences are ended

by the characters: . ;period), / (slash), * (asterisk), and
> (greater than).

Frames
---"--geven different frame types are recognized.
Structured Response, Free Response, Non-Response,
and Non-Diskloint Frames. (A frame includes tally
paragraphs.)

These are Response;
Review, Disjoint,
information and

Paragraphs
A paragraph is a grovn of sentences. The paragraph begins

with the character / and may be terminated by any or several of
the characters / (slash), * (asterisk), > (greater than) and

(period).

Pag Number
If the <?age number) is not present, the current page number

will be incremented by 1. If no page number is specified for the
very first page, it will be assumed 1. If a <page numbers is present
it replaces the current page number.
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(APPENDIX L)

Books (Learning Units)

A "book" for QUICKLY is a standard ALGOL file labelled
"0000000" "TEXT". It consists of one or more pages as defined
above, punched on cards in columns 1-80. This book is terminated
by an END OF FILE control card.

Responses Responses are characteristic of but not restricted
to Programed and Computer Assisted Instructional
materials.

Responses are groups of words bracketed by = marks. These
word groups may also be terminated by />* control characters if
desired.

Output

QUICKLY "reads" a book and sorts all words onto two lines.
One is a list of-all words bracketed as responses and the other
is a list of non-response words. Lists are in alphabetical order.
A word is printed, than the locations of its occurrences are
indicated as <page number) : (frame number).


